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1. Introduction
Welcome to the Language-Independent Description (LID) of the SSUSI Auroral E-Region Algorithm.
This document details the SSUSI Auroral E-Region Algorithm in a manner which is independent of any computer programming language or computer hardware architecture. It is important, though, that the reader have a basic understanding of mathematics (variables raised to a power, square-roots, power series, etc.).
1.1
The SSUSI Auroral E-Region Algorithm
The SSUSI Auroral E-Region Algorithm attempts to quantify specific characteristics of the diffuse aurora. The methods used in the quantification rely upon specific Ultra-Violet emissions as measured by the SSUSI instrument. The output products are:
E0e
The Characteristic Energy of Electrons, in units of [Kiloelectron-Volts].
Qe
The Energy Flux of Electrons, in units of [1 erg*cm-2*s-1].
E0p
The Characteristic Energy of Protons, in units of [Kiloelectron-Volts].
Qp
The Energy Flux of Protons, in units of [1 erg*cm-2*s-1].
HmE   The Height at which the Peak Density of Electrons occurs, in units of [Kilometers].
NmE   The Peak Density of Electrons, in units of [electrons*cm-3]. FoE     The Plasma Frequency, in units of [seconds-1 ].
1.2
Goals of the Language-Independent Description
The driving force behind a Language-Independent Description ("LID") is the desire to preserve the intellectual knowledge which lies at the foundation of most scientific software. A LID attempts to form an agreement (or "contract" if you will) between the theorist and the implementor. The role of the theorist in creating the LID is to specify the algorithm completely, leaving no room for interpretation on the part of the implementor. The role of the implementor is to take the LID and develop it into an operational system, meeting the requirements of the particular system with respect to design methodology, maintainability, speed, and so on.
Modern programming languages do not serve as an optimal medium for LID expression. Programming languages often impose a syntax which constrains the expressive ability of the LID author. In addition, programming languages can be complex and can possess hidden subtleties. The syntax alone can place a double-requirement upon the author, because the author is forced to become both a theorist and a programmer. In the modern world, where computer programming languages and computer architectures are in a state of constant evolution, tying the expression of knowledge to a programming language can be a costly and error-prone mistake.
To summarize then, the SSUSI Auroral E-Region Algorithm Language-Independent Description attempts to:
Clearly, and without interpretation, express the derivations of the Auroral E-Region data products.
•
Provide an easily understood sequence of calculations which are broken down into
"atomic" steps.
Immortalize the algorithm by transcending any particular programming language or computer architecture, thereby preserving the knowledge and portability.
· Provide a basis for testing, in that test cases can be based upon the LID, and
expected results can be computed by an external method (verification from an
external source).
· Enhance requirements traceability. Since each step in the LID is "atomic" and is
labeled, the implementor can easily document where and how each step is
accomplished. This forms a cross-reference between the code and the LID.

· Enhance maintainability. Due to the labeling of the steps in the LID, a maintainer
of the code should be able to easily identify where changes should be made, and
where they should not!
· Leave sufficient room for "creativity" on the part of the Implementor, so that
coding the algorithm in a programming language does not become a robotic
process.
1.3 Credits
This document is based entirely upon the FORTRAN implementation of the SSUSI Auroral E-Region Algorithm. The FORTRAN implementation was designed, developed, and implemented by:
Robert E. Daniell, Jr.
and
Lincoln D. Brown of
Computational Physics, Inc.
385 Elliot Street Newton, MA 02164
All appropriate credit should go to the aforementioned individuals, including, but not limited to, all works that their FORTRAN implementation referenced.
2. Derivations of the Auroral E-Region Data Products
This section contains the derivations of all SSUSI Auroral E-Region data products. The first subsection, "General Algorithm Expectations", exposes the linkage and preprocessing expectations common to all of the derivations. Implied subtleties are also included there.
Following the "General Algorithm Expectations" subsection are the individual data-product derivations. Each derivation begins with a listing of the input parameters required, a formal "Begin" indicator, the steps in the derivation, and a concluding "End" indicator.
Many of the steps of each derivation actually consist of a short sequence of substeps. In all cases, the substeps could actually be merged into one calculation. However, the decision to break-out the substeps was made to increase clarity and emphasize commonalty amongst the steps. For example, consider the following sequence of substeps:
1.2.3.4 Calculate (StepGoal).
TempX = Loge(10. 0) TempY = (TempX)
cv    r>    i       TemPY StepGoal = T
F
5.0
TempX and TempY are examples of "Temporary" quantities computed in substeps. The desired data product is the StepGoal at the end of each step. The "Temporary" quantities do not retain their values across step boundaries. In the above example, TempX and TempY would be undefined outside of step 1.2.3.4. Note that the StepGoal could equivalently be expressed as:
1.2.3.4 Calculate (StepGoal).
(Loge (10. 0 ))2
StepGoal = ( e ) 5. 0
However, as was previously mentioned, this latter style was considered to be counterproductive and tended to confuse the issue.
Within each step, variance calculations are provided where appropriate. They begin after the StepGoal has been calculated, and should closely match the substeps (if any) in the StepGoal calculation. Items which represent the Variance in a StepGoal are named "VStepGoal", where the "V" is a prefix appended to the StepGoal name.
2.1 General Algorithm Expectations (Required Preprocessing)
A quick inspection of the "Required Input to the Derivation" sections will reveal that there are several cross links amongst the derivations, and a seemingly-unresolvable dependency amongst the E0e and E0p data products.
The cross-linked items refer to the intermediate data items calculated in some other step (possibly in another derivation). Whatever the case, the step in which the cross-linked item is calculated can be quickly located by searching the step lists in the Table of Contents.
The dependency between the E0e and E0p data products (E0e requires E0p as input, and E0p requires E0e as input) is resolvable by performing the derivations according to the following flow-chart:
Estimate E0p = 8.0 KeV
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The estimated value for E0p, 8.0 KeV as shown in the above flow-chart, can be found at the end of the E0p derivation and is labeled "for Estimation Purposes".
2.2 The Energy Flux of Protons (Qp)
2.2.1
Required Input to the Derivation
The following data-items are required, as input, by the Qp derivation:
E0p
The Characteristic Energy of Protons, in units of [Kiloelectron-Volts].
The E0p is a product of the Aurora E0p derivation.
VE0p
The Variance associated with the Characteristic Energy of Protons, in units
of [Kiloelectron-Volts]2 . The VE0p is also a product of the Aurora E0p
derivation.
I1216
The measured Lyman-Alpha (1216A) intensity AFTER GEOCORONAL-
BACKGROUND SUBTRACTION, in units of [Rayleighs].
VI1216
The Variance associated with the measured Lyman-Alpha (1216A)
intensity AFTER GEOCORONAL-BACKGROUND SUBTRACTION, in
units of [Rayleighs]2.
2.2.2
The Derivation
2.2.2.1 Begin
2.2.2.2 Calculate the Analytical Model Lyman Alpha 1216A yield due to
Protons (AMLp).
The yield curve for Lyman alpha emission intensity from proton precipitation (1 erg cm "2 s"1) was derived in the same way as the other yield curves. The model "data", the fitted curve, and the 1 σ deviations are displayed in Figure 5. As in the other case, the covariance matrix for the coefficients comes from the least squares fitting procedure. The sample standard deviations were again multiplied by two before being used to weight the mean values of Lyman alpha intensity at each characteristic energy.
TempX = £ CLYApn[] * (E0p)n
n=0
where:
CLYAp =
The Predetermined Analytical Model Coefficients of
Lyman Alpha (1216A) yield versus Characteristic Energy for Protons in the Auroral Region.
E0p =
The Characteristic Energy of Protons (a product of the
Aurora E0p calculation).
AMLp = Exp ( ) TempX where:
TempX =
The Analytical Model Lyman Alpha yield (1216A; due to
Protons) as a function of the Natural Log.
Exp =
The Inverse Natural Log function.
Calculate the Variance in the Analytical Model Lyman Alpha yield (1216A) due to Protons (VAMLp).
3       3
VTempX = YJLVLYAP^^J\ * (E0p)(i+j)   +
j =0 i =0
3       3
VEOp * 2Z7' * J * CLYJW\ * CLYAp[j] * (E0pf+J~2)
j =0 i=0
where:
VLYAp =
The Predetermined Covariance Matrix corresponding to the
Lyman-Alpha-Yield-Versus-Characteristic-Energy-Coefficients CLYAp(n).
CLYAp =
The Predetermined Analytical Model Coefficients of
Lyman-Alpha-Yield-Versus-Characteristic-Energy for Protons in the Auroral Region.
E0p =
The Characteristic Energy of Protons (a product of the
Aurora E0p calculation).
VE0p =
The Variance associated with E0p (a product of the Aurora
E0p calculation).
VAMLp = VTempX * (AMLp)
2.2.2.3 Calculate the Proton Energy Flux from the Proton contribution to the Lyman Alpha 1216A intensity and the Analytical Model Lyman Alpha yield
(Qp).
As with LBH emissions, the Lyman alpha intensity is directly proportional to the energy flux of the incident protons. Therefore, the energy flux may be calculated by comparing the observed intensity with the yield for a 1 erg cm "2 s'1 proton aurora.
Qp =

I1216 AMLp
where:
I1216 =

The Measured Lyman Alpha (1216A) intensity (after Geocoronal -B ackground subtracti on).
Calculate the Variance in the Proton Energy Flux (VQp).
VQp =

VI1216 * (AMLp)2 + VAMLp * (I1216)2
(AMLp)
2.2.2.4 End

where:
VI1216 =
The Variance in the Measured Lyman Alpha Intensity
(1216A; after Geocoronal-Background subtraction).
I1216 =
The Measured Lyman Alpha Intensity (1216A; after
Geocoronal -B ackground subtracti on).
2.3 The Characteristic Energy of Precipitating Electrons (E0e)
2.3.1 Required Input to the Derivation
The following data-items are required, as input, by the E0e derivation: E0p VE0p
The Characteristic Energy of Protons, in units of [Kiloelectron-Volts].
The E0p is a product of the Aurora E0p derivation.
The Variance associated with the Characteristic Energy of Protons, in units
of [Kiloelectron-Volts]2 . The VE0p is also a product of the Aurora E0p derivation.
Qp
The Energy Flux of Protons, in units of [1 erg*cm-2*s-1]. The Qp is a
product of the Aurora Qp derivation.
VQp
The Variance associated with the Energy Flux of Protons, in units of [1
erg*cm-2*s-1]2. The VQp is also a product of the Aurora Qp derivation.
I1450
The measured LBH1 (1400-1500A) intensity AFTER DAYGLOW-
BACKGROUND SUBTRACTION, in units of [Rayleighs].
VI1450
The Variance associated with the measured LBH1 intensity AFTER
DAYGLOW-BACKGROUND SUBTRACTION, in units of [Rayleighs]2.
I1725
The measured LBH2 (1650-1800A) intensity AFTER DAYGLOW-
BACKGROUND SUBTRACTION, in units of [Rayleighs].
VI1725
The Variance associated with the measured LBH2 intensity AFTER
DAYGLOW BACKGROUND SUBTRACTION, in units of [Rayleighs]2.
2.3.2 The Derivation
2.3.2.1 Begin
2.3.2.2 Calculate the Analytical Model LBH1 Yield due to Protons (AM1p).
The LBH1 yield curve for protons was derived from calculations using a coupled proton/electron transport code [Basu et al., 1993; Strickland et al., 1993] for a variety of atmospheric conditions corresponding to a range of solar activity and geomagnetic activity levels and to seasonal variations as modeled by the MSIS-86 model thermosphere [Hedin, 1987]. In operational use, one of the principal sources of error will be the lack of information on the neutral atmosphere in
the auroral region. The transport calculations were intended to span the range of atmospheric variability and thus provide an estimate of the uncertainty due to lack of information on the auroral neutral atmosphere.
The model results for LBH1 yields along with the fitted yield curve and 1 σ deviations are shown in Figure 1. The curve was fit to the mean value of the intensities at each characteristic energy E0, p , weighted by the reciprocal of twice the sample standard deviation, 12( σsample ). The factor
of two is intended to allow for the unknown model uncertainties, e.g., uncertainties in cross sections and deviations from the assumed energy spectrum of the incident particles. The yield curve uncertainties were derived using the standard error propagation formulae as given by Bevington [1969] or Bevington and Robinson [1992] using the covariance matrix of the coefficients produced by the least squares fitting technique (Singular Value Decomposition as described in Press et al., [1992]).
TempX = £ CLBH1pn[] * (E0p)
n=0
where:
CLBH1p =
Predetermined coefficients of LBH1 yield versus
Characteristic Energy (for the Analytical Model).
E0p =
Characteristic Energy of Protons (a product of the E0p
calculation in the Aurora Algorithm).
AM1p = Exp(TempX) where:
TempX =
The Analytical Model LBH1 yield due to Protons (a
function of the Natural Log).
Exp =
The Inverse Natural Log function.
Calculate the Variance in the Analytical Model LBH1 yield due to Protons (VAM1p).
3       3
VTempX = YjHVLBH1pi, j[] * (E0p)(i+j) +
j =0 i =0
3      3
 f+3~2)
VE0p * 227' * j * CLBH1pi[] * CLBH1p[] * (£0/?)'
y = 0 i = 0
where:
VLBH1p =
Predetermined Covariance Matrix corresponding to the
LBH1-Yield-Versus-Characteristic Energy Coefficients CLBH1p(n).
CLBH1p =
Predetermined Coefficients of LBH1 yield versus
Characteristic Energy for Protons.
E0p =
The Characteristic Energy of Protons (a product of the E0p
calculation in the Auroral Algorithm).
VE0p =
The Variance associated with E0p (a product of the E0p
calculation in the Auroral Algorithm).
VAM1p = VTempX * (AM1p )2
2.3.2.3 Calculate the Analytical Model LBH2 yield due to Protons (AM2p).
This formula was derived in the same way as the LBH1 yield described above. The model calculations and the fitted curve are also displayed in Figure 1.
TempX = Jl CLBH2pn[] * (E0p)n
n=0
where:
CLBH2p(n) =       Predetermined coefficients of LBH2 yield versus Characteristic Energy (for the Analytical Model).
E0p =
Characteristic Energy of Protons (a product of the E0p
calculation in the Aurora Algorithm).
AM 2p = Exp(TempX)
where:
TempX =
The Analytical Model LBH2 yield due to Protons (a
function of the Natural Log).
Exp =
The Inverse Natural Log function.
Calculate the Variance in the Analytical Model LBH2 yield due to Protons (VAM2p).
VTempX = Y,HVLBH2P[iJ] * (E0p)(i+j) +
j =0 i =0
VE0p * 2Z7' * j * CLBH2pi[] * CLBH2p[j] * (E0p)(i+
j =0 i=0

7-2)
where:
VLBH2p =
Predetermined Covariance Matrix corresponding to the
LBH2-Yield-Versus-Characteristic Energy Coefficients CLBH2p(n).
CLBH2p =
Predetermined Coefficients of LBH2 yield versus
Characteristic Energy.
E0p =
The Characteristic Energy of Protons (a product of the E0p
calculation in the Auroral Algorithm).
VE0p =
The Variance associated with E0p (a product of the E0p
calculation in the Auroral Algorithm).
VAM 2p = VTempX * (AM2 p )
2.3.2.4 Calculate the Proton Contribution to the LBH1 intensity (PC1).
Because the production of the LBH band emission in an aurora is a linear process, the intensity is directly proportional to the energy flux of the precipitating particles. Thus, the standard yield curves described above were all derived for proton aurora with an incident energy flux, Qp , of
1 erg cm"2 s~\ The actual LBH intensity for any given value of Qp is obtained by multiplying the standard yield by Qp.
PC1 = Qp * AM1p where:
Qp =
The Proton Energy Flux (a product of the Qp calculation in
the Aurora Algorithm).
Calculate the Variance in the Proton Contribution to the LBH1 intensity (VPC1).
VPC1 = VQp * (AM1p)2 + VAM1p * ()Qp2
where:
Qp =
The Proton Energy Flux (a product of the Qp calculation in
the Auroral Algorithm).
VQp =
The Variance associated with Qp (a product of the Qp
calculation in the Auroral Algorithm).
2.3.2.5 Calculate the Proton Contribution to the LBH2 intensity (PC2).
PC2 = Qp * AM 2p where:
Qp =
The Proton Energy Flux (a product of the Qp calculation in
the Aurora Algorithm).
Calculate the Variance in the Proton Contribution to the LBH2 intensity (VPC2).
VPC2 = VQp * (AM2p)2 + VAM2p * ()Qp2
where:
Qp =
The Proton Energy Flux (a product of the Qp calculation in
the Auroral Algorithm).
VQp =
The Variance associated with Qp (a product of the Qp
calculation in the Auroral Algorithm).
2.3.2.6 Calculate the Electron Contribution to the LBH1 intensity (EC1).
As stated above, the production of auroral LBH band emission is a linear process, so the electron and proton contributions to the emission intensity are additive. Therefore, the electron contribution to the total intensity may be obtained by subtracting the calculated proton contribution from the measured total.
EC1 = I1450 - PC1 where:
I1450 =
The Measured LBH1 intensity (after Dayglow-Background
subtraction).
Calculate the Variance in the Electron Contribution to the LBH1 intensity (VEC1).
VEC1 = VI1450 + VPC1 where:
VI1450 =
The Variance associated with the Measured LBH1 intensity
(after Dayglow-Background subtraction).
2.3.2.7 Calculate the Electron Contribution to the LBH2 intensity (EC2).
EC2 = I1725 - PC2 where:
I1725 =
The Measured LBH2 intensity (after Dayglow-Background
subtraction).
Calculate the Variance in the Electron Contribution to the LBH2 intensity (VEC2).
VEC2 = VI 1725 + VPC2 where:
VI1725 =
The Variance associated with the Measured LBH2 intensity
(after Dayglow-Background subtraction).
2.3.2.8 Calculate the Ratio of the LBH1 and LBH2 Electron contributions (R12E).
FC1
R12 E = E EC 2
Calculate the Variance in the Ratio of the LBH1 and LBH2 Electron contributions (VR12E).
E =  VEC1 * (EC2)2 + VEC2 * (EC1) (EC2 )4
2.3.2.9 Calculate the Gross Analytical Model Characteristic Energy for Electrons (GE0e).
The function relating the electron characteristic energy, E0, e, to the ratio of the two LBH intensities was derived in much the same way as the proton LBH yield curves described above. In this case, only the electron transport part of the auroral code was used. Because the transport codes can only be run "forward," that is, with characteristic energy as an input and auroral intensities as output, the relationship is more naturally scene as intensity as a function of characteristic energy, ILBH ()E0, e. Furthermore, the sample standard deviation is most easily calculated from the scatter in intensities at a given value of E0, e. Therefore, in order to avoid using non-linear fitting techniques, we first fit the model "data" with a function of the form

= a0+a1E0,e
where RLBH is the ratio of the LBH1 intensity to the LBH2 intensity. Then we inverted the above function to obtain

 =c0

 S
The covariance matrix for a0 and a1 was provided by the least squares fitting procedure, and the covariance matrix for c0 and c1 was derived through a generalization of the Bevington formulae:
σ2(c0,c0 )    σ2(a0,a0 )    σ2 (a1, a1)    σ2(a0, a1)
c2
a2
a2
a a
c0c1
c0c1
a1
The model "data", the fitted function, and the 1 σ deviations are displayed in Figure 2.
= CE0Ee []0 +
Calculate the Variance in the Gross Analytical Model Characteristic Energy for Electrons (VGE0e).
)

 )2

 2

 R12 E
2.3.2.10 Refine the Gross Characteristic Energy for Electrons (E0e).
When E0, e is very small (below 0.5 keV), the electrons deposit most of their energy in the F-layer instead of the E-layer. In addition, the energy flux associated with soft electron spectra is usually rather small. Thus, the E-layer algorithm is not really relevant below 0.5 keV and the uncertainties in E0, e become quite large. For these reasons we set a minimum value of 0.5 keV
for E.
0,e .
Because the proton contribution to the two LBH intensities is estimated using a nominal value for E0, p , it is possible that in situations where the proton contribution dominates, the estimated
proton contribution will be larger than the measured total intensity. In that case, we wish to set
the electron energy flux (see below) to zero and set the electron characteristic energy to some nominal non-zero value, which for convenience we chose to be 0.5 keV.
Whenever the value of E0, e is set to a nominal value, the normal error propagation formulae do not apply. In that case, we assume that the relative uncertainty of the final value of E0, e is 50%.
The variance is the square of the absolute uncertainty, that is, (0. 5 x E^°em) J = 0.25 x 0.52.
f0.5
for   GE0e < 0. 5
or   EC1    < 0.0
E0e = i
or   EC2    < 0.0
{GEOe        otherwise
Calculate the Variance in the Refined Analytical Model Characteristic Energy for Electrons (VE0e).
fMAXIMUM_OF(FG£0e, 0.25 * ()0.52)       for   GE0e < 0.5
or   EC1    < 0.0
VE0e = i
or   EC2    < 0.0
[vGEOe

otherwise
2.3.2.11 End



2.4 The Energy Flux of Electrons (Qe)
2.4.1 Required Input to the Derivation
The following data-items are required, as input, by the Qe derivation:
E0e
The Characteristic Energy of Electrons, in units of [Kiloelectron-Volts].
The E0e is a product of the Aurora E0e derivation.
VE0e
The Variance associated with the Characteristic Energy of Electrons, in
units of [Kiloelectron-Volts]2. The VE0e is also a product of the Aurora E0e derivation.
EC1
The Electron Contribution to the LBH1 intensity, in units of [Rayleighs].
The EC1 is an intermediate product produced during the Aurora E0e
derivation.
VEC1
The Variance associated with the Electron Contribution to the LBH1
intensity, in units of [Rayleighs]2. The VEC1 is also an intermediate product produced during the Aurora E0e derivation.
EC2
The Electron Contribution to the LBH2 intensity, in units of [Rayleighs].
The EC2 is an intermediate product produced during the Aurora E0e
derivation.
VEC2
The Variance associated with the Electron Contribution to the LBH2
intensity, in units of [Rayleighs]2. The VEC2 is also an intermediate product produced during the Aurora E0e derivation.
Qp
The Energy Flux of Protons, in units of [1 erg*cm-2*s-1]. The Qp is a
product of the Aurora Qp derivation.
2.4.2 The Derivation
2.4.2.1 Begin
2.4.2.2 Calculate the Analytical Model LBH1 yield due to Electrons (AM1e).
The electron yield curves were derived in the same way as the proton yield curves. The model "data" and the fitted function for LBH1 are displayed in Figure 3.
TempX = 2 CLBH1en[] * (E0e)n
n=0
where:
CLBH1e =
Predetermined Analytical Model Coefficients of LBH1
yield versus Characteristic Energy for Electrons in the Auroral Region.
E0e =
The Characteristic Energy of Electrons (a product of the
E0e calculation in the Auroral Algorithm).
AM1e = Exp(TempX) where:
TempX =
The Analytical Model LBH1 yield due to Electrons (a
function of the Natural Log).
Exp =
The Inverse Natural Log Function.
Calculate the Variance in the Analytical Model LBH1 yield due to Electrons (VAM1e).
3
VTempX = J^^VLBHJe[iJ] * (E0ef+r> +
j =0 i =0
VE0e * Y^j * j * CLBH1ei[] * CLBH1e[] * (E0ef+J~2)
j =0 i =0
where:
VLBH1e =
Predetermined Covariance Matrix corresponding to the
LBH1 -Yield-Versus-Characteri stic-Energy Coefficients CLBH1e(n).
CLBH1e =
Predetermined Analytical Model Coefficients of LBH1-
Yield-Versus-Characteriostic-Energy for Electrons in the Auroral region.
E0e =
The Characteristic Energy of Electrons (a product of the
E0e calculation in the Auroral Algorithm).
VE0e =
The Variance associated with E0e (a product of the E0e
calculation in the Auroral Algorithm).
VAM1e = VTempX * (AM1e )
2.4.2.3 Calculate the Analytical Model LBH2 yield due to Electrons (AM2e).
The electron yield curves were derived in the same way as the proton yield curves. The model "data" and the fitted function for LBH2 are displayed in Figure 3.
TempX = YJCLBH2e[n] * (E0e)n
n=0
where:
CLBH2e =
Predetermined Analytical Model Coefficients of LBH2
yield versus Characteristic Energy for Electrons in the Auroral Region.
E0e =
The Characteristic Energy of Electrons (a product of the
E0e calculation in the Auroral Algorithm).
AM 2e = Exp(TempX) where:
TempX =
The Analytical Model LBH1 yield due to Electrons (a
function of the Natural Log).
Exp =
The Inverse Natural Log Function.
Calculate the Variance in the Analytical Model LBH2 yield due to Electrons (VAM2e).
3       3
VTempX = 2_,2^VLBH2e\i,j\ * (EOe/ J;   +
j =0 i =0
\(i+J-2)
VEOe * £Z7' * 7 * CZfl^2e[/] * CZfl^2e[/] * (£0e)(1
where:
VLBH2e =
Predetermined Covariance Matrix corresponding to the
LBH2-Yield-Versus-Characteri stic-Energy Coefficients CLBH2e(n).
CLBH2e =
Predetermined Analytical Model Coefficients of LBH2-
Yield-Versus-Characteristic-Energy for Electrons in the Auroral region.
E0e =
The Characteristic Energy of Electrons (a product of the
E0e calculation in the Auroral Algorithm).
VE0e =
The Variance associated with E0e (a product of the E0e
calculation in the Auroral Algorithm).
VAM 2e = VTempX * (AM2e )
2.4.2.4 Calculate the Electron Energy Flux from the Electron Contribution to the LBH1 Intensity and the Analytical Model LBH1 Yield due to Electrons (EEF1).
Because the production of the LBH bands in aurora is a linear process, the yield is directly proportional to the energy flux of the precipitating particles. In particular, the LBH1 intensity due to electrons is just ILBH1 = EEF1 oo AM1e. Therefore, if we set ILBH1 = EC1, the "measured" electron contribution, then we obtain the following formula.
EEF1 =
AM1e where:
EC1 =
The Electron Contribution to the LBH1 intensity (see the
Auroral E0e Derivation).
Calculate the Variance in the Electron Energy Flux for LBH1 measurements (VEEF1).
irrrr,       VEC1 * (AM1e)2 + VAM1e * (EC1)
VEEr 1 =  
"
~i

(AM1e )
where:
VEC1 =
The Variance in the Electron contribution to the LBH1
intensity (see the Auroral E0e Derivation).
EC1 =
The Electron Contribution to the LBH1 intensity (see the
Auroral E0e Derivation).
2.4.2.5 Calculate the Electron Energy Flux from the Electron Contribution to the LBH2 Intensity and the Analytical Model LBH2 Yield due to Electrons (EEF2).
The calculation is analogous to the calculation of EEF1, described above. EC 2
EEF2 =
AM2e where:
EC2 =
The Electron Contribution to the LBH2 intensity (see the
Auroral E0e Derivation).
Calculate the Variance in the Electron Energy Flux for LBH2 measurements (VEEF2).
T__         VEC2 * (AM2e)2 + VAM2e * (EC2)2
VEEF2 = 

4
(AM 2e )
where:
VEC2 =
The Variance in the Electron contribution to the LBH2
intensity (see the Auroral E0e Derivation).
EC2 =
The Electron Contribution to the LBH2 intensity (see the
Auroral E0e Derivation).
2.4.2.6 Calculate the Gross Electron Energy Flux (GQe).
It is unlikely that EEF1 and EEF2 will be exactly the same. Therefore, we want to choose the one with the smallest relative uncertainty.
VEEF1          VEEF2
for   
 < 

J
EEF1
EEF2
GQe = \
EEF2
otherwise
Calculate the Variance in the Gross Electron Energy Flux (VGQe).

 r       4VEW1
 for   
 <
J
EEF1
EEF1
EEF2
VGQe = \
VEEF 2
otherwise
2.4.2.7 Refine the Gross Electron Energy Flux (Qe).
As mentioned above, when the proton contribution is much larger than the electron contribution, the calculated electron contribution, EC1 and/or EC2, may be negative. In those cases, we assume that the electron flux is negligible and we set Qe to zero. Even if EC1 and EC2 are both positive, we set Qe to zero if Qe less than 1% of the proton flux. Since equal electron and proton energy fluxes produce roughly the same LBH intensity, an electron flux this small will produce a contribution to the observed LBH intensities that is small compared to the uncertainties in the model calculations, and, therefore, it can be neglected.
fO.O       for   EC1 < 0.0
or   EC 2 < 0. 0
Qe = \
or   GQe  < 0.01 * Qp
{GQe
e      otherwise where:
EC1 =
The Electron Contribution to the LBH1 Intensity (see the
Auroral E0e Derivation).
EC2 =
The Electron Contribution to the LBH2 Intensity (see the
Auroral E0e Derivation).
Qp =
The Proton Energy Flux (a product of the Qp calculation in
the Auroral Algorithm).
Calculate the Variance in the Refined Electron Energy Flux (VQe).
VQe = VGQe
2.4.2.8 End
2.5 The Characteristic Energy of Precipitating Protons (E0p)
This derivation is performed only when Qe vanishes (when the derivation of Qe produces a zero value).
2.5.1
Required Input to the Derivation
The following data-items are required, as input, by the E0p derivation (unless the predetermined values for E0p and VE0p are desired for "Estimation Purposes"):
I1450
The measured LBH1 (1400-1500A) intensity AFTER DAYGLOW-
BACKGROUND SUBTRACTION, in units of [Rayleighs].
VI1450
The Variance associated with the measured LBH1 intensity AFTER
DAYGLOW-BACKGROUND SUBTRACTION, in units of [Rayleighs]2.
I1725
The measured LBH2 (1650-1800A) intensity AFTER DAYGLOW-
BACKGROUND SUBTRACTION, in units of [Rayleighs].
VI1725
The Variance associated with the measured LBH2 intensity AFTER
DAYGLOW BACKGROUND SUBTRACTION, in units of [Rayleighs]2.
CVI1450I1725
The Covariance between I1450 and I1725, in units of [Rayleighs]2.
2.5.2
The Derivation
2.5.2.1 Begin
2.5.2.2 Calculate the Ratio of the LBH1 and LBH2 Proton contributions
(R12P).
Note that R12P is the ratio of two colors (see the variance calculation for more information). I1450
I1725
R12 P =
Calculate the Variance in the Ratio of the LBH1 and LBH2 Proton contributions (VR12P).
Since R12P is equal to the ratio of two colors, the covariance between the colors is included in the variance formula. This prevents the variance VR12P from being artificially high by subtracting-off common terms in the radiance calibration between LBH1 and LBH2. This term will be principally important from the derived on-orbit calibrations.
VR12P - (RHPf  . (i™*«   + i™«   - 2 .  CVIJ450IJ725)
[.(11450)        {11725)
11450 * I1725)
2.5.2.3 Adjust the Ratio of the LBH1 and LBH2 Proton contributions (AR12P).
Under most circumstances, the ratio R12P should be between 1 and 2. The only time it might vanish would be when I1450 is very small, so that due to statistical fluctuations a pixel might contain no counts in the LBH1 channel. In that case, the ratio will be calculated as zero, which would result in a very large value of E0, p . To avoid this circumstance, if R12P vanishes, we set
it to the smallest value we expect under most circumstances, 1. If this happens, we again assume a relative uncertainty of 50% resulting in a variance of (0.5 x 1. 0 )2 . This scenario should be a very rare occurrence, since it can occur only when (1) the electron energy flux is negligible compared to the proton energy flux inferred from Lyman alpha, and (2) the LBH intensities are very small.
.0
for    R12P =0.0
t
AR12P =
, R12P       otherwise
Calculate the Variance in the Adjusted Ratio of the LBH1 and LBH2 Proton contributions (VAR12P).
[MAXIMUM_ OF (VR12P, 0.25 * ()1. 02)       for   R12P = 0. 0 VAR12P = i
\VR12P
otherwise
2.5.2.4 Calculate the Gross Analytical Model Characteristic Energy for Protons (GE0p).
The relationship between E0, p and the ratio of LBH intensities was obtained in the same way as
the electron relationship described in 2.2.2.9. The model "data", fitted function, and 1 σ deviations are displayed in Figure 4.
GE0p = CE0 Pp []0+
AR12P where:
CE0Pp =
The Predetermined Coefficients of Characteristi c-Energy-
versus-LBH Ratio (for Protons; for the Analytical Model).
Calculate the Variance in the Gross Analytical Model Characteristic Energy for Protons (VGE0p).

VGE0p = VE0Pp[]0,0   + ^™ + (CE0Pp[]1)2 * VAR12P
F
+
(CE0Pp[]1)2+
(AR12P)4
(CE0Pp[]1)2
+(AR12P)4
AR12P
where:
VE0Pp =
The Predetermined Covariance Matrix corresponding to the
Analytical Model Coefficients-of-Characteristic-Energy-versus-LBH-Ratio (for Protons).
CE0Pp =
The Predetermined Coefficients of Characteristic Energy
Versus LBH Ratio (for Protons).
2.5.2.5 Refine the Gross Characteristic Energy for Protons (E0p).
When both electron and proton precipitation is present, we do not have enough information to determine all four of Qe, Qp, E0e, E0p. In that case we set E0p = 8 keV as "typical" value. When electron precipitation is negligible, we attempt to determine the actual value of E0p as described in 2.4.2.9 and 2.4.2.10 above. However, we constrain E0p to lie between 1 keV and 25 keV, since our algorithm is probably not valid outside that range, and in any case, values outside that range are rare. As in other such cases, whenever a nominal value is used instead of the calculated value, we assume a relative uncertainty of 50%, resulting in the variances listed below.
 [ 1. 0
for   GE 0 p < 1. 0
25.0
for    GE 0p > 25. 0
E0p = \
I   8. 0
for   Estimation Purposes
{GEOp        otherwise Calculate the Variance in the Refined Characteristic Energy for Protons (VE0p).
fMAXIMUM_OF(FGE0^, 0.25 * ()1.02)
for    GE0p < 1.0
MAXIMUM_ OF (VGE0p, 0.25 * (25.0 )2)        for   GE 0p > 25. 0 VE0p = {
I 0.25 * ()8.02
for   Estimation Purposes
I

VGE0 p
otherwise
2.5.2.6 End



2.6 The Height of the Peak Density and the Peak Density (HmE, NmE)
2.6.1 Required Input to the Derivation
The following data-items are required, as input, by the HmE and NmE derivation:
E0e
The Characteristic Energy of Electrons, in units of [Kiloelectron-Volts].
The E0e is a product of the Aurora E0e derivation.
VE0e
The Variance associated with the Characteristic Energy of Electrons, in
units of [Kiloelectron-Volts]2 . The VE0e is also a product of the Aurora E0e derivation.
Qe
The Energy Flux of Electrons, in units of [1 erg*cm-2*s-1]. The Qe is a
product of the Aurora Qe derivation.
VQe
The Variance associated with the Energy Flux of Electrons, in units of [1
erg*cm-2*s-1]2. The VQe is also a product of the Aurora Qe derivation.
E0p
The Characteristic Energy of Protons, in units of [Kiloelectron-Volts].
The E0p is a product of the Aurora E0p derivation.
VE0p
The Variance associated with the Characteristic Energy of Protons, in units
of [Kiloelectron-Volts]2 . The VE0p is also a product of the Aurora E0p
derivation.
Qp
The Energy Flux of Protons, in units of [1 erg*cm-2*s-1]. The Qp is a
product of the Aurora Qp derivation.
VQp
The Variance associated with the Energy Flux of Protons, in units of [1
erg*cm-2*s-1]2. The VQp is also a product of the Aurora Qp derivation.
Qeuv
The Solar Activity Index, in units of [1 erg*cm-2*s-1]. The Qeuv is a
product of the SSUSI Daytime Algorithm (external to this document).
VQeuv
The Variance associated with the Solar Activity Index, in units of [1
erg*cm-2*s-1]2. The VQeuv is also a product of the SSUSI Daytime Algorithm (external to this document).
SZA
The Solar Zenith Angle to the current Aurora Pixel, in units of [Degrees].
VSZA
The Variance associated with the Solar Zenith Angle, in units of
[Degrees]2.
2.6.2 The Derivation
2.6.2.1 Begin
2.6.2.2 Calculate the Ratio of the Calculated Characteristic Energy and the Reference Characteristic Energy for Electrons (RCEe).
Erefe where:
KB =   E0e
E0e =
The Analytical Model Characteristic Energy for Electrons
(a product of the Aurora E0e calculation).
Erefe =
The Predetermined Reference Characteristic Energy (for
Electrons).
Calculate the Variance in the Ratio of the Calculated Characteristic Energy and the Reference Characteristic Energy for Electrons (VRCEe).
VE0e * (Erefe)2 + VErefe * (E0e)2
VRCEe = 
4

(Erefe)
where:
E0e =
The Analytical Model Characteristic Energy for Electrons
(a product of the Aurora E0e calculation).
VE0e =
The Variance associated with E0e (a product of the Aurora
E0e calculation).
Erefe =
The Predetermined Reference Characteristic Energy (for
Electrons).
VErefe =
The Predetermined Variance associated with Erefe.
2.6.2.3 Calculate the Ratio of the Calculated Characteristic Energy and the Reference Characteristic Energy for Protons (RCEp).
RCEp =
Erefp
where:
E0p =
The Analytical Model Characteristic Energy for Protons (a
product of the Aurora E0p calculation).
Erefp =
The Predetermined Reference Characteristic Energy (for
Protons).
Calculate the Variance in the Ratio of the Calculated Characteristic Energy and the Reference Characteristic Energy for Protons (VRCEp).
VE0p * (Erefp)2 + VErefp * (E0p)2
VRCEp = 

4

(Erefp)
where:
E0p =
The Analytical Model Characteristic Energy for Protons (a
product of the Aurora E0p calculation).
VE0p =
The Variance associated with E0p (a product of the Aurora
E0p calculation).
Erefp =
The Predetermined Reference Characteristic Energy (for
Protons).
VErefp =
The Predetermined Variance associated with Erefp.
2.6.2.4 Calculate the Log-Base-10 of the Ratio of the Calculated Characteristic Energy for Electrons (LRCEe).
Loge(10)
where:
Loge =
The Natural Log function.
Calculate the Variance in the Log-Base-10 of the Ratio of the Calculated Characteristic Energy for Electrons (VLRCEe).
VRCEe
VLRCEe =
V  L
(RCEe * Loge(10))2 where:
Loge =
The Natural Log function.
2.6.2.5 Calculate the Log-Base-10 of the Ratio of the Calculated Characteristic Energy for Protons (LRCEp).
=
Loge(10) where:
Loge =
The Natural Log function.
Calculate the Variance in the Log-Base-10 of the Ratio of the Calculated Characteristic Energy for Protons (VLRCEp).
VLRCEp =
(RCEp * Loge(10))2 where:
Loge =
The Natural Log function.
2.6.2.6 Calculate the Peak Auroral Ionization Production Rate Height for Electrons (PPRHe).
The auroral E-region chemistry code that is part of the auroral particle transport package [Strickland et al., 1993] described above, was run for a number of auroral situations. We found that the log of the height of the peak production was well represented by a linear function of
characteristic energy. Figure 6 shows the model "data" and the fitted function. As in all other cases, the sample standard deviation was doubled before using it to weight the data in the least squares fitting procedure. This allows for model uncertainties due to such things as uncertainties in reaction rates, etc.
1
TempX = Yj CHMAXen[] * (LRCEe)n
n=0
where:
CHMAXe =         The Predetermined Analytical Model Coefficients of Peak-Auroral-Ionization-Production-Rate-Height-Versus-Characteristic-Energy (for Electrons).
PPRHe = ()10T where:

TempX
TempX =
The Peak Auroral Ionization Production Rate Height (as a
function of Log10).
Calculate the Variance in the Peak Auroral Ionization Production Rate Height for Electrons (VPPRHe).
VTempX = Y,HVHMAXe[iJ] * (LRCEe)(i+j) +
j =0 i =0
1     1 VLRCEe * 2S7' * j * CHMAXei[] * CHMAXe[] * (LRCEef+J~2)
j =0 i =0
where:
VHMAXe =
The Predetermined Covariance Matrix corresponding to the
Peak-Auroral-Ionization-Production-Rate-Height-Versus-Characteristic-Energy Coefficients CHMAXe(n).
CHMAXe =         The Predetermined Analytical Model Coefficients of Peak Auroral Ionization Production Rate Height versus Characteristic Energy (for Electrons).
VPPRHe = (()10TempX * Loge(10)J  * VTempX
where:
Loge =
The Natural Log function.
2.6.2.7 Calculate the Peak Auroral Ionization Production Rate Height for Protons (PPRHp).
This relation was derived in the same way as the electron relation (2.6.2.6). Figure 7 shows the model "data" and the fitted function.
1
TempX = Yj CHMAXpn[] * (LRCEp)
n=0
where:
CHMAXp =         The Predetermined Analytical Model Coefficients of Peak-Auroral-Ionization-Production-Rate-Height-Versus-Characteristic-Energy (for Protons).
PPRHp = ()10T where:

TempX
TempX =
The Peak Auroral Ionization Production Rate Height (as a
function of Log10).
Calculate the Variance in the Peak Auroral Ionization Production Rate Height for Protons (VPPRHp).
1    1 VTempX = ^HVHMAXP[iJ] * (LRCEp)(i+j) +
j =0 i =0
1     1
VLRCEp * XZ7' * j * CHMAXpi[] * CHMAXp[] * (LRCEpj
j =0 i =0
 CEpf+J~2)
where:



VHMAXp =         The Predetermined Covariance Matrix corresponding to the Peak-Auroral-Ionization-Production-Rate-Height-versus-Characteristic-Energy Coefficients CHMAXp(n).
CHMAXp =         The Predetermined Analytical Model Coefficients of Peak Auroral Ionization Production Rate Height versus Characteristic Energy (for Protons).
VPPRHp = (()10TempX * Loge(10)J  * VTempX
where:
Loge =
The Natural Log function.
2.6.2.8 Calculate the Peak Auroral Ionization Production Rate for Electrons, for an Electron Energy Flux of 1 erg*cm-2*s-1 (PPR1e).
The same model runs that generated the "data" used for the height of the production peak also generated "data" for this function. The model "data" and the fitted function are displayed in Figure 8. Because the production rate is directly proportional to the incident particle energy flux, we only need to model the relationship for a flux of 1 erg cm"2 s"1. The production rate for any other flux can be obtained by multiplying this function by the actual energy flux.
TempX = Jl CPMAXen[] * (LRCEe)n
n=0
where:
CPMAXe =
The Predetermined Analytical Model Coefficients of Peak
Auroral Ionization Production Rate Versus Characteristic Energy (for Electrons in the Aurora).
TempY = ()10TempX
PPR1e = TempY * PREFe where:
PREFe =
The Predetermined Reference Auroral Ionization
Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate (due to Electrons).
Calculate the Variance in the Peak Auroral Ionization Production Rate for Electrons, for an Electron Energy Flux of 1 erg*cm-2*s-1 (VPPR1e).
2      2
VTempX = J^^VPMAXegj] * (LRCEef+3>   +
j =0 i =0
2       2
\(2+;-2)
VLRCEe * 2S7' * j * CPMAXei[] * CPMAXe[] * (LRCEef
j =0 i =0
where:
VPMAXe =
The Predetermined Covariance Matrix corresponding to the
Peak-Auroral-Ionization-Production-Rate-versus-Characteristic-Energy Coefficients CPMAXe(n).
CPMAXe =
The Predetermined Analytical Model Coefficients of Peak-
Auroral-Ionization-Production-Rate-versus-Characteristic-Energy (for Electrons).
VTempY = (()10TempX * Loge(10)J * VTempX
where:
Loge = The Natural Log function.
VPPR1e = VTempY * (PREFe)2 + VPREFe * (TempY)2 where:
PREFe =
The Predetermined Reference Auroral Ionization
Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate (due to Electrons).
VPREFe =
The Predetermined Variance associated with PREFe.
2.6.2.9 Calculate the Peak Auroral Ionization Production Rate for Protons, for a Proton Energy Flux of 1 erg*cm-2*s-1 (PPR1p).
This function was derived in the same way as the electron relationship (2.6.2.8). Figure 9 shows the model "data" and the fitted function.
TempX = Jl CPMAXpn[] * (LRCEp)
n=0
where:
CPMAXp =
The Predetermined Analytical Model Coefficients of Peak
Auroral Ionization Production Rate Versus Characteristic Energy (for Protons in the Aurora).
TempY = ()10TempX
PPR1p = TempY * PREFp where:
PREFp =
The Predetermined Reference Auroral Ionization
Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate (due to Protons).
Calculate the Variance in the Peak Auroral Ionization Production Rate for Protons, for a Proton Energy Flux of 1 erg*cm-2*s-1 (VPPR1p).
VTempX = YJTjVPMAXP[iJ] * (LRCEp)(i+j)   +
j =0 i =0
2       2
.a+/-2)
VLRCEp * 2S7' * ■/' * CPA4^t[7] * CPM4Ap[/] * (LRCEp)
j =0 i =0
where:
VPMAXp =
The Predetermined Covariance Matrix corresponding to the
Peak-Auroral-Ionization-Production-Rate-versus-Characteristic-Energy Coefficients CPMAXp(n).
CPMAXp =
The Predetermined Analytical Model Coefficients of Peak-
Auroral-Ionization-Production-Rate-versus-Characteristic-Energy (for Protons).
VTempY = (()10TempX * Loge(10)J * VTempX
where:
Loge =
The Natural Log function.
VPPR1p = VTempY * (PREFp)2 + VPREFp * (TempY)2 where:
PREFp =
The Predetermined Reference Auroral Ionization
Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate (due to Protons).
VPREFp =
The Predetermined Variance associated with PREFp.
2.6.2.10 Calculate the Scale Height of Auroral Ionization Production Rate due to Electrons (SHPRe).
The same model runs that generated the "data" used for production peak and peak height described above were used to investigate the shape of the altitude profile of the production rate. Since we are using a Chapman function to describe the shape of the production profile, the parameter that controls the shape is the scale height. In fact, the height integrated (or column) ionization rate is independent of the characteristic energy, but the model calculations show that the peak ionization rate is not. It can be shown [Daniell and Brown, 1994] that the height integrated ionization (assuming a Chapman function) is proportional to the product of the peak ionization rate and the scale height. Therefore, the scale height is proportional to the ratio of the integrated ionization rate to the peak ionization rate.
= SHPF * SHPCe PPR1e
where:
SHPF =
The Predetermined Scale Height Proportionality Factor
(independent of Electron or Proton particle type).
SHPCe =
The Predetermined Proportionality Constant for the
Calculation of the Scale Height of the Auroral Ionization Production Rate (due to Electrons).
Calculate the Variance in the Scale Height of the Auroral Ionization Production Rate due to Electrons (VSHPRe).
(SHPF)2 * (VSHPCe * (PPR1e)2 + VPPR1e * (SHPCe)2)
VSHPRe =
^
-4
U
(PPR1e )
where:
SHPF =
The Predetermined Scale Height Proportionality Factor
(independent of Electron or Proton particle type).
SHPCe =
The Predetermined Proportionality Constant for the
Calculation of the Scale Height of the Auroral Ionization Production Rate (due to Electrons).
VSHPCe =
The Predetermined Variance associated with SHPCe.
2.6.2.11 Calculate the Scale Height of Auroral Ionization Production Rate due to Protons (SHPRp).
The same arguments used to derive the expression for the scale height of the electron produced production rate (2.6.2.10) apply to the proton produced production rate.
= SHPF * SHPCp PPR1p
where:
SHPF =
The Predetermined Scale Height Proportionality Factor
(independent of Electron or Proton particle type).
SHPCp =
The Predetermined Proportionality Constant for the
Calculation of the Scale Height of the Auroral Ionization Production Rate (due to Protons).
Calculate the Variance in the Scale Height of the Auroral Ionization Production Rate due to Protons (VSHPRp).
(SHPF)2  * (VSHPCp * (PPR1p)   + VPPR1p * (SHPCp)2)
VSHPRp = 
^
—
—y
F
(PPR1p)
where:
SHPF =
The Predetermined Scale Height Proportionality Factor
(independent of Electron or Proton particle type).
SHPCp =
The Predetermined Proportionality Constant for the
Calculation of the Scale Height of the Auroral Ionization Production Rate (due to Protons).
VSHPCp =
The Predetermined Variance associated with SHPCp.
2.6.2.12 Calculate the Electron Peak Auroral Ionization Production Rate for an Electron Energy Flux Qe (PPRQe).
Since the ionization rate is proportional to the incident energy flux, the actual production rate is
—9       —
obtained simply by multiplying the production rate for 1 erg cm    s   by the actual energy flux.
PPRQe = Qe * PPR1e where:
Qe =
The Analytical Model Electron Energy Flux (a product of
the Auroral Qe calculation).
Calculate the Variance in the Electron Peak Auroral Ionization Production Rate for an Electron Energy Flux Qe (VPPRQe).
VPPRQe = VQe * (PPR1e)2 + VPPR1e * ()Qe2
where:
Qe =
The Analytical Model Electron Energy Flux (a product of
the Aurora Qe calculation).
VQe =
The Variance associated with Qe (a product of the Aurora
Qe calculation).
2.6.2.13 Calculate the Proton Peak Auroral Ionization Production Rate for a Proton Energy Flux Qp (PPRQp).
The expression and its justification are the same as for electrons (2.6.2.12).
PPRQp = Qp * PPR1p where:
Qp =
The Analytical Model Proton Energy Flux (a product of the
Auroral Qp calculation).
Calculate the Variance in the Proton Peak Auroral Ionization Production Rate for a Proton Energy Flux Qp (VPPRQp).
VPPRQp = VQp * (PPR1p)2  + VPPR1p * ()Qp2 where:
Qp =
The Analytical Model Proton Energy Flux (a product of the
Aurora Qp calculation).
VQp =
The Variance associated with Qp (a product of the Aurora
Qp calculation).
2.6.2.14 Calculate the Solar-Photon Peak Photoionization Production Rate (PPPRh).
The peak photoionization rate is proportional to the solar EUV flux.
PPPRh = Qeuv * PPPRsubsolar where:
Qeuv =
The Solar Activity Index (a product of the SSUSI Daytime
Algorithm).
PPPRsubsolar =    The Predetermined Peak Photoionization Production Rate (due to Solar Photons) at the Subsolar Point.
Calculate the Variance in the Solar-Photon Peak Photoionization Production Rate (VPPPRh).
VPPPRh = VQeuv * (PPPRsubsolar)2 + VPPPRsubsolar * (Qeuv)2 where:
Qeuv =
The Solar Activity Index (a product of the SSUSI Daytime
Algorithm).
VQeuv =
The Variance associated with Qeuv (a product of the
SSUSI Daytime Algorithm).
PPPRsubsolar =    The Predetermined Peak Photoionization Production Rate (due to Solar Photons) at the Subsolar Point.
VPPPRsubsolar = The Predetermined Variance associated with PPPRsubsolar.
2.6.2.15 Calculate an Electron Density Profile from 90 km to 150 km, at 5 km increments. Repeat all of the following substeps for every element in the profile.
See Figure 10 for a representation of the geometry involved in calculating the photoionization rate. The production rate altitude profiles are assumed to be Chapman functions. For electrons and protons, the production rate has the form
PR(z) = PPRQ* Exp[1 - RHPR - Exp(-RHPR)]
SHPR For photoionization, it takes the form
PR(z) = PPRQ* Exp[1 - RHPR - GIF*Exp(-RHPR)]
where GIF is the Chapman Grazing Incidence Function (see Appendix). Since the ionization process is linear, the production rates calculated for each source (electrons, protons, photons) may be added together to obtain the total production rate (PRtotal).
Electron density is obtained using an effective recombination coefficient (RC, see 2.6.2.15.9) so that the electron density at altitude z is obtained from
ED(z) = P

PRtotalz() '    RCz()
2.6.2.15.1 Calculate the Ratio of the Radial Distance to the Neutral Scale Height (ROSH).
TempX = MRE + EA where:
TempX =
MRE = EA =

The Total Radius from the Center of the Earth to the Observer.
The Predetermined Mean Radius of the Earth.
The Altitude of the current element in the Electron Density Profile.
ROSH =

TempX
HN
where:
HN =

The Predetermined Neutral Scale Height.
Calculate the Variance in the Ratio of the Radial Distance to the Neutral Scale Height (VROSH).
VTempX = VMRE + VEA where:
VTempX =
The Variance associated with the Total Radius from the
Center of the Earth to the Observer.
VMRE =
The Predetermined Variance associated with the Mean
Radius of the Earth.
VEA =
The Predetermined Variance associated with the Altitude of
the Current Element in the Electron Density Profile.
 VTempX * (HN)2 + VHN * (TempX)
 =
—,

(HN )4 where:
HN =
The Predetermined Neutral Scale Height.
VHN =
The Predetermined Variance in the Neutral Scale Height.
2.6.2.15.2 Calculate the Reduced Height for the Auroral Ionization Production Rate due to Electrons (RHPRe).
TempX = EA - PPRHe where:
EA =
The Altitude of the Current Element in the Electron Density
Profile.
RHPRe =

SHPRe
Calculate the Variance in the Reduced Height for the Auroral Ionization Production Rate due to Electrons (VRHPRe).
VTempX = VEA + VPPRHe where:
VEA =
The Predetermined Variance associated with the Altitude of
the Current Element in the Electron Density Profile.
mum,        VTempX * (SHPRe)2  + VSHPRe * (TempX)
VRHPRe = 
■;

(SHPRe)
2.6.2.15.3 Calculate the Reduced Height for the Auroral Ionization Production Rate due to Protons (RHPRp).
TempX = EA - PPRHp where:
EA =
The Altitude of the Current Element in the Electron Density
Profile.
SHPRp
Calculate the Variance in the Reduced Height for the Auroral Ionization Production Rate due to Protons (VRHPRp).
VTempX = VEA + VPPRHp where:
VEA =
The Predetermined Variance associated with the Altitude of
the Current Element in the Electron Density Profile.
._..,__         VTempX * (SHPRp)2 + VSHPRp * (TempX)
VRHPRp = 43

(SHPRp)
2.6.2.15.4 Calculate the Reduced Height for the Photoionization Production Rate due to Solar Photons (RHPRh).
TempX = EA - HO where: EA =
HO =

The Altitude of the Current Element in the Electron Density Profile.
The Predetermined Height of the Peak Photoionization Production Rate (due to Solar Photons) at the Subsolar Point.
RHPRh =

TempX HN
where:
HN =

The Predetermined Neutral Scale Height.
Calculate the Variance in the Reduced Height for the Photoionization Production Rate due to Solar-Photons (VRHPRh).
VTempX = VEA + VHO where: VEA =
VHO =

The Predetermined Variance associated with the Altitude of the Current Element in the Electron Density Profile.
The Predetermined Variance associated with the Height of the Peak Photoionization Production Rate (due to Solar Photons) at the Subsolar Point.
VRHPRh =
VTempX * (HN)2  + VHN * (TempX)2
4
(HN)
where:
HN = VHN =
The Predetermined Neutral Scale Height.
The Predetermined Variance associated with HN.
2.6.2.15.5 Calculate the Auroral Ionization Production Rate due to Electrons (PRe).
TempX = 1 - RHPRe - Exp(-RHPRe) where:
RHPRe =
The Reduced Height for the Auroral Ionization Production
Rate due to Electrons.
Exp =
The Inverse Natural Log function.
PRe = PPRQe * Exp(TempX)
where:
PPRQe =
The Electron Peak Auroral Ionization Production Rate for
an Electron Energy Flux Qe.
Exp =
The Inverse Natural Log function.
Calculate the Variance in the Auroral Ionization Production Rate due to Electrons (VPRe).
VPRe = Exp2 * TempX) *
(VPPRQe + VRHPRe * (PPRQe * (Exp(-RHPRe) - 1))2
where:
PPRQe =
The Electron Peak Auroral Ionization Production Rate for
an Electron Energy Flux Qe.
VPPRQe =
The Variance associated with PPRQe.
RHPRe =
The Reduced Height for the Auroral Ionization Production
Rate due to Electrons.
VRHPRe =
The Variance associated with RHPRe.
Exp =
The Inverse Natural Log function.
2.6.2.15.6 Calculate the Auroral Ionization Production Rate due to Protons (PRp).
TempX = 1 - RHPRp - Exp(-RHPRp)
where:
RHPRp =
The Reduced Height for the Auroral Ionization Production
Rate due to Protons.
Exp =
The Inverse Natural Log function.
PRp = PPRQp * Exp(TempX)
where:
PPRQp =
The Proton Peak Auroral Ionization Production Rate for a
Proton Energy Flux Qp.
Exp =
The Inverse Natural Log function.
Calculate the Variance in the Auroral Ionization Production Rate due to Protons (VPRp).
VPRp = Exp2 * TempX) *
(VPPRQp + VRHPRp * (PPRQp * (Exp(-RHPRp) - 1))2
where:
PPRQp =
The Proton Peak Auroral Ionization Production Rate for a
Proton Energy Flux Qp.
VPPRQp =
The Variance associated with PPRQp.
RHPRp =
The Reduced Height for the Auroral Ionization Production
Rate due to Protons.
VRHPRp =
The Variance associated with RHPRp.
Exp =
The Inverse Natural Log function.
2.6.2.15.7 Calculate the Photoionization Production Rate due to Solar Photons (PRh).
TempX = 1 - RHPRh - GIF * Exp(-RHPRh) where:
RHPRh =
The Reduced Height for the Photoionization Production
Rate due to Solar Photons.
Exp =
The Inverse Natural Log function.
GIF =
The Value calculated by the Chapman Grazing Incidence
Function derivation (see the Appendix). The following values should be used as input into the GIF derivation:
For GIF Radius
Use
)ROSH
For GIFVRadius
Use
VROSH
For GIF SZA
Use
> SZA
For GIF VSZA
Use
> VSZA
PRh = PPPRh * Exp(TempX)
where:
PPPRh =
The Solar-Photon Peak Photoionization Production Rate.
Exp =
The Inverse Natural Log function.
Calculate the Variance in the Photoionization Production Rate due to Solar Photons (VPRh).
VPRh = VPPPRh * Exp2 * TempX) +
'1
(PRh) 2
{VRHPRh * (1 - GIF * Exp(-RHPRh)) * Exp(-2 * RHPRh)
where:
VPPPRh =
Exp = RHPRh =
VRHPRh GIF =

The Variance associated with the Solar-Photon Peak Photoionization Production Rate.
The Inverse Natural Log function.
The Reduced Height for the Photoionization Production Rate due to Solar Photons.
The Variance associated with RHPRh.
The Value calculated by the Chapman Grazing Incidence Function derivation (see the Appendix). The following values should be used as input into the GIF derivation:
For GIF Radius
Use
)ROSH
For GIFVRadius
Use    VROSH
For GIF SZA
Use
> SZA
For GIF VSZA
Use
> VSZA
VGIF =

The Variance associated with the GIF value calculated by the Chapman Grazing Incidence Function derivation (see the Appendix).
2.6.2.15.8 Calculate the Total Ionization Production Rate (PRtotal).
PRtotal = PRe + PRp + PRh
Calculate the Variance in the Total Ionization Production Rate (VPRtotal).
VPRtotal = VPRe + VPRp + VPRh
2.6.2.15.9 Calculate the Effective Recombination Coefficient (RC).
The auroral E-layer profile is highly variable because it can be the product of three different ionization sources (electrons, protons, and photons.) Consequently, the shape of the electron density profile (as opposed to the ionization rate profile shapes) is not accurately represented by a simple function such as a Chapman function. Therefore, it is best to calculate the electron density from a chemical model, rather than to attempt to store E-layer parameters for a complete range of electron, proton, and photoionization parameters. On the other hand, E-layer chemistry is not simple either, so a complete chemical description is also out of the question. Fortunately, it turns out that the concept of an effective recombination rate is applicable.
Figure 11 shows the effective recombination rate as a function of altitude for a variety of model runs. The effective recombination rate, RC, at any altitude z was obtained by dividing the production rate at that altitude by the square of the electron density calculated from a full chemical model.
PRtotal()
Remarkably, the rate is nearly independent of precipitating particle characteristics above an altitude of about 108 km. Below that altitude, the precise shape depends on the hardness of the spectrum and other factors. However, the shape, though complex, tends to oscillate about an average value. This is not true for the softest spectra, but for these the electron density peaks above 108 km, where the effective recombination coefficient is independent of the ionization source. Therefore, we have adopted a "universal" functional form for the recombination coefficient: an exponential decrease with altitude above 108 km and a constant below 103 km. While this form does not accurately reproduce the complete electron density profile, it does reproduce the profile near the density peak, which is all that is necessary since the algorithm is required to produce only the peak density and the altitude of the peak.
PERC
for   EA < PERCA
RC =
Pj7»r * Tj    (-(EA-PERCA)
.
PERC * Expi —
-\
otherwise
^        SHRC        '
where:
PERC =
The Predetermined Peak Effective Recombination
Coefficient.
PERCA =
The Predetermined Altitude of the Peak Effective
Recombination Coefficient.
EA =
SHRC =
Exp =

The Altitude of the Current Element in the Electron Density Profile.
The Predetermined Scale Height of the Effective Recombination Coefficient.
The Inverse Natural Log function.
Calculate the Variance in the Effective Recombination Coefficient (VRC).
\2_)      ( VPERC Y|
) + {(PERCfJJ
VRC = ()RC2 *

VEA + VPERCA + VSHRC * (RCEXP) (SHRC)
where:
VEA =
The Predetermined Variance associated with the Altitude of
the Current Element in the Electron Density Profile.
VPERCA =
The Predetermined Variance associated with the Altitude of
the Peak Effective Recombination Coefficient.
VSHRC =
The Predetermined Variance associated with the Scale
Height of the Effective Recombination Coefficient.
VPERC =
The Predetermined Variance associated with the Peak
Effective Recombination Coefficient.
PERC =
SHRC =

The Predetermined Peak Effective Recombination Coefficient.
The Predetermined Scale Height of the Effective Recombination Coefficient.
r
0

for   EA < PERCA
RCEXP =
EA - PERCA SHRC

otherwise
where:
EA =
The Altitude of the Current Element in the
Electron Density Profile.
PERC A =
The Predetermined Altitude of the Peak
Effective Recombination Coefficient.
RCEXP =
The Effective Recombination Coefficient
Exponent.
2.6.2.15.10 Calculate the Electron Density for the current element in the Profile (ED).
PRtotal
TempX = P
F
RC
fl.O
for    TempX < 1.0
TempY = -j
TempX
otherwise
b
ED = VTempY where:
ED =
The Electron Density corresponding to a given altitude in
the Profile.
Calculate the Variance in the Electron Density for the current element in the Profile (VED).
T_      v      VPRtotal * ()RC2 + VRC * (PRtotal)2
VTempX =
—.
—
F
()RC4
fMAXIMUMOF (VTempX, 0.25 * ()1.02)
for    TempX < 1.0
VTempY =
I VTempX

otherwise
VED =

VTempY 4.0 * TempY
2.6.2.16 Search over the Previously-Established Profile for the Maximum Internal Peak Electron Density and the Height at which the Peak Occurs (HmE, NmE).
As stated above, the E-layer electron density profile is highly variable, and there are likely to be many pixels for which there is no well defined peak electron density. Under those circumstances, the algorithm returns a nominal value of 110 km for HmE and sets NmE to the electron density at 110 km.
110.0

for    No Peak Found
HmE =
EDAP
otherwise
where:
EDAP =
NmE = ED[ HmE] where: ED =

The Altitude corresponding to the Peak Electron Density (the Peak found by searching the Electron Density Profile).
The Electron Density Profile.
Calculate the Variance in the Maximum Internal Peak Electron Density and the Height at which the Peak Occurs (VHmE, VNmE).
(DEA)
VHmE =
2. 0 where:
DEA =
VNmE = VED[ HmE] where: VED =

The Predetermined Delta-Change increment of the Altitudes corresponding to Elements in the current Electron Density Profile.
The Variances associated with the members of the Electron Density Profile.
2.6.2.17 End



2.7 The Plasma Frequency (FoE)
2.7.1
Required Input to the Derivation
The following data-items are required, as input, by the FoE derivation:
NmE
The Peak Density, in units of [centimeters-3]. NmE is a product of the
Aurora NmE derivation.
VNmE
The Variance associated with the Peak Density, in units of [centimeters-
3]2. VNmE is a product of the Aurora NmE derivation.
2.7.2
The Derivation
2.7.2.1 Begin
2.7.2.2 Calculate the Plasma Frequency (FoE).
FoE = (8.98 * (10)3)*     NmE
Calculate the Variance in the Plasma Frequency (VFoE).
(2.01601 * (10)7)* VNmE
VFoE = ±
—-2)
NmE
2.7.2.3
End
3. Appendix
3.1 The Chapman Grazing Incidence Function (GIF)
The treatment of the Chapman Grazing Incidence Function that guided the development of this algorithm may be found in Rishbeth and Garriott [1969]. Refer to Figure 10 for the geometry involved in this calculation. The error function approximation (TempD) is from Abramowitz and Stegun [1964].
3.1.1 Required Input to the Derivation
The following data-items are required, as input, by the GIF derivation:
Radius
The Ratio of the Radial Distance to the Neutral Density Scale Height
[unitless]. VRadius         The Variance associated with the Ratio of the Radial Distance to the
Neutral Density Scale Height [unitless].
SZA
The Solar Zenith Angle at the Observer, in units of [Degrees].
VSZA
The Variance associated with the Solar Zenith Angle at the Observer, in
units of [Degrees]2.
3.1.2 The Derivation
3.1.2.1 Begin
3.1.2.2 Calculate the Grazing Incidence Function (GIF).
Radius * (Cos(SZA))2
TempA = 
L
-
SZ
Radius * Pi * Sin(SZA) TempB = R a
where:
Pi =
Predetermined value of Pi.
TempC =
1 + Cterm * -^ Temp A where:
Cterm =
Predetermined scalar applied to the argument of the GIF
error-function power-series approximation.
n=0
TempD = Y^Cgif\n\ * (TempC)
where:
Cgif =
Predetermined coefficients of the GIF error-function
power-series approximation.
 for SZA < 35
 Cos(SZA)
GIF = i^TempB * TempD
for 35° < SZA < 90°
ijTempB * (2 * Exp(TempA) - TempD)         for SZA > 90
where:
Exp =
The Inverse Natural Log Function.
Calculate the Variance in the Grazing Incidence Function (VGIF).
TempE =     Sin ( )SZA   * Cos(SZA)
TempF =

GIF * (1— + ^Radius

(Cos(SZA))
0.0

for SZA < 35

o
TempG =

2



I


2
2
TempF + TempE

for SZA > 90°
TempH = GIF * Cos(SZA) * Sin(SZA) * [- - Radius)
TempI = Radius * (Sin(SZA))
Sin(SZA)
(Cos(SZA))

for SZA < 35°
TempJ = { TempH + TempI
for 35° < SZA < 90°
i

TempH - TempI
for SZA > 90°
VGIF = VRadius * (TempG)2 + VSZA * (TempJ)
3.1.2.3 End
3.2 Derivation Constants
Cterm

Predetermined scalar applied to the argument of the GIF error-function power-series approximation.
Cterm   3.27591 1E-01
DEA

Predetermined Delta-Change increment of the Altitudes corresponding to the Elements in the current Electron Density Profile:
DEA    5.0E + 00
VEA

Predetermined Variance associated with the Altitude of the Current Element in the Electron Density Profile:
VEA    0. 0E + 00
Erefe

Predetermined Reference Characteristic Electron Energy for the Analytical Model of Peak Auroral Ionization Production Rate Height due to Electrons:
Erefe   1. 0 E + 00
VErefe

Predetermined Variance associated with the Reference Characteristic Electron Energy for the Analytical Model of Peak Auroral Ionization Production Rate Height due to Electrons:
VErefe    0. 0 E + 00
Erefp

Predetermined Reference Characteristic Proton Energy for the Analytical Model of Peak Auroral Ionization Production Rate Height due to Protons:
Erefp   4.0E + 00
VErefp

Predetermined Variance associated with the Reference Characteristic Proton Energy for the Analytical Model of Peak Auroral Ionization Production Rate Height due to Protons:
VErefp   0. 0E + 00
HN

Predetermined Neutral Scale Height:
HN   9. 0E + 00
VHN

Predetermined Variance associated with the Neutral Scale Height:
VHN   1. 0 E + 00
HO

Predetermined Height of the Peak Photoionization Production Rate at the Subsolar Point due to Solar Photons:
HO   1. 08 E + 02
VHO

Predetermined Variance associated with the Height of the Peak Photoionization Production Rate at the Subsolar Point due to Solar Photons:
VHO   1.6 E + 01
MRE

Predetermined Mean Radius of the Earth:
MRE   6.375E + 03
VMRE

Predetermined Variance associated with the Mean Radius of the Earth:
VMRE    1. 0 E + 02
PERC

Predetermined Peak Effective Recombination Coefficient:
PERC   4.2E-07
VPERC

Predetermined Variance associated with the Peak Effective Recombination Coefficient:
VPERC   3.97E-15
PERCA

Predetermined Altitude of the Peak Effective Recombination Coefficient:
| PERCA | 1.08E + 02 |
VPERC A
Predetermined Variance associated with the Altitude of the Peak
Effective Recombination Coefficient:
VPERCA    1.17 E + 02
Pi

Predetermined mathematical value of Pi.
Pi   3.14159265358979E + 00
PPPRsubsolar      Predetermined Peak Photoionization Production Rate at the Subsolar Point for Solar Photons:
	PPPRsubsolar
	4.0E + 03


VPPPRsubsolar    Predetermined Variance associated with the Peak Photoionization Production Rate at the Subsolar Point for Solar Photons:
VPPPRsubsolar    2. 0 E + 05
PREFe

Predetermined Reference Auroral Ionization Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate for Electrons:
PREFe   2. 57 E + 03
VPREFe

Predetermined Variance associated with the Reference Auroral Ionization Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate for Electrons:
VPREFe   1. 49 E + 05
PREFp

Predetermined Reference Auroral Ionization Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate for Protons:
PREFp   5.4E + 03
VPREFp

Predetermined Variance associated with the Reference Auroral Ionization Production Rate for the Analytical Model of Peak Auroral Ionization Production Rate for Protons:
VPREFp   2.62E + 06
SHPCe

Predetermined Proportionality Constant for the Calculation of the Scale Height of the Auroral Ionization Production Rate for Electrons:
SHPCe    1.427E + 10
VSHPCe

Predetermined Variance associated with the Proportionality Constant for the Calculation of the Scale Height of the Auroral Ionization Production Rate for Electrons:
VSHPCe   2. 036329E + 18
SHPCp

Predetermined Proportionality Constant for the Calculation of the Scale Height of the Auroral Ionization Production Rate for Protons:
SHPCp    2. 3 E + 10
VSHPCp

Predetermined Variance associated with the Proportionality Constant for the Calculation of the Scale Height of the Auroral Ionization Production Rate for Protons:
VSHPCp   5. 29E + 18
SHPF

Predetermined Scale Height Proportionality Factor, independent of Electron or Proton Particle type (note that Exp is the Inverse Natural Log function):
SHPF

1.0E-05 Exp1.0()
SHRC

Predetermined Scale Height of the Effective Recombination Coefficient:
	SHRC
	2.89E + 01


VSHRC

Predetermined Variance associated with the Scale Height of the Effective Recombination Coefficient:
VSHRC   8.3521E + 00
3.3 Derivation Coefficients
Cgif

Predetermined Coefficients of the GIF Error-Function Power-Series Approximation.
	
	Cgif (n)

	w = 0
	2.54829592E-01

	n = 1
	-2.84496736E-01

	n = 2
	1.42141374 1E + 00

	n = 3
	-1.453152027E + 00

	n = 4
	1.061405429E + 00


CLBH1p

Predetermined Analytical Model Coefficients of LBH1 (1400-1500A) yield versus Characteristic Energy for Protons:
	
	
	CLBH1p(n)

	n = 0
	5.
	304845E + 00

	n = 1
	04
	.509704E-02

	n = 2
	1.
	935847E-03

	n = 3
	-5
	.367008E-05


VLBH1p

Predetermined Covariance Matrix of Analytical Model Coefficients of LBH1 (1400-1500A) yield versus Characteristic Energy for Protons:
	VLBH1p(i, j)
	7 = 0
	
	7=1
	
	7 = 2
	
	7 = 3

	i = 0
	3.358315E-02
	-1
	.357054E-02
	1.
	385237E-03
	744
	.029744E-05

	i=\
	-1.357054E-02
	7.
	063619E-03
	17
	.933817E-04
	2.
	427083E-05

	7 = 2
	1.385237E-03
	17
	.933817E-04
	9.
	436205E-05
	-2
	.993938E-06

	7=3
	-4.029744E-05
	2.
	427083E-05
	-2
	.993938E-06
	9.
	74779 1E-08


CLBH2p         Predetermined Analytical Model Coefficients of LBH2 (1650-1800A) yield versus Characteristic Energy for Protons:
	
	CLBH2 p(n)

	w = 0
	4. 791106E + 00

	n = 1
	3.945883E-03

	n = 2
	-8.524076E-06

	n = 3
	-1.700657E-05


VLBH2p        Predetermined Covariance Matrix of Analytical Model Coefficients of LBH2 (1650-1800A) yield versus Characteristic Energy for Protons:
	VLBH2p(i, j)
	7 = 0
	7=1
	
	7 = 2
	
	7=3

	7=0
	1.829806^-02
	-5.942663E-03
	5.
	369682E-
	04
	-1.444207E-05

	7=1
	-5.942663E-03
	2.346130E-03
	-2
	.319578E-
	-04
	6.570856E-06

	7 = 2
	-2.319578E-04
	-7.933817E-04
	2.
	412197E-
	05
	-7.060817E-07

	7=3
	6.570856£-06
	2.427083E-05
	17
	.060817E-
	-07
	2.114684E-08


CEOEe

Predetermined Analytical Model Coefficients of Characteristic Energy versus LBH Ratio for Electrons:
	
	CEOEe( n)

	n = 0
	-1.059909E + 00

	n = 1
	3. 260567E + 00


VEOEe

Predetermined Covariance Matrix of Analytical Model Coefficients of Characteristic Energy versus LBH Ratio for Electrons:
	VEOEeQj)
	7 = 0
	
	7 = 1
	

	7 = 0
	3.068972E-
	02
	5.806447E-
	03

	7=1
	5.806447E-
	03
	1.593687E-
	05


CLBHle

Predetermined Analytical Model Coefficients of LBH1 (1400-1500A) yield versus Characteristic Energy for Electrons:
	
	CLBH1e (n )

	w = 0
	5. 427762E + 00

	n = 1
	-4.822704E-01

	n = 2
	2.751889E-02

	n = 3
	-6.613106E-04


VLBH1e

Predetermined Covariance Matrix of Analytical Model Coefficients of LBH1 (1400-1500A) yield versus Characteristic Energy for Electrons:
	VLBH1e (i, j)
	
	7 = 0
	
	j =1
	j =2
	
	j =3

	7 = 0
	2
	622690E-
	02
	-1.666057E-02
	2.287335E-03
	08
	.501208E-05

	7 = 1
	-1
	.666057£-
	-02
	1.532884E-02
	-2.314953E-03
	8.
	985284E-05

	7 = 2
	2
	287335E-
	03
	-2.314953E-03
	3.690269E-04
	610
	.480610E-05

	i =3
	-8.501208£-
	-05
	8.985284E-05
	-1.480610E-05
	6.
	082223E - 07


CLBH2e

Predetermined Analytical Model Coefficients of LBH2 (1650-1800A) yield versus Characteristic Energy for Electrons:
	
	CLBH2e(n)

	w = 0
	4. 528492E +00

	n = 1
	-4.950725E-02

	n = 2
	-2.789456E-03

	n = 3
	1.668927E-04


VLBH2e

Predetermined Covariance Matrix of Analytical Model Coefficients of LBH2 (1650-1800A) yield versus Characteristic Energy for Electrons:
	VLBH2e(i, j)
	
	7 = 0
	
	j =1
	
	7 = 2
	j =3

	i =0
	8
	797960^-03
	-A
	.462779E-03
	5.
	769323E-04
	-2.096335E-05

	i =1
	-4.462779E-03
	2.
	704346E-03
	-3
	.780627E-04
	1.432688E-05

	7 = 2
	5
	769323E-04
	-3
	.780627E-04
	5.
	595920E-05
	-2.198212E-06

	i =3
	
	'.096335E-05
	1.
	432688E-05
	82
	.198212E-06
	8.861385E-08


CEOPp

Predetermined Analytical Model Coefficients of Characteristic Energy versus LBH Ratio for Protons:
CEOPpn()
n = 0

-3.251152E + 01
n = 1

5.375951E +01
VEOPp

Predetermined Covariance Matrix of Analytical Model Coefficients of Characteristic Energy versus LBH Ratio for Protons:
	VEOPp(i, j)
	j =0
	j =1

	i =0
	2.463820 E + 02
	-3.120715E + 02

	7 = 1
	-3.120715E + 02
	4.048413E +02


CLYAp

Predetermined Analytical Model Coefficients of Lyman Alpha (1216A) yield versus Characteristic Energy for Protons:
	
	CLYAp(n )

	w = 0
	9. 969755E +00

	n = 1
	-2.896852E-01

	n = 2
	1.729508E-02

	n = 3
	-3.96296 1E-04


VLYAp

Predetermined Covariance Matrix of Analytical Model Coefficients of Lyman Alpha (1216A) yield versus Characteristic Energy for Protons:
	VLYAp(i, j)
	7 = 0
	j =1
	j =2
	7 = 3

	7 = 0
	2.087800E-04
	-7.852403E-05
	7.60917 1E-06
	-2.135304E-07

	7 = 1
	-7.852403E-05
	3.974046E-05
	-4.283232E-06
	1.270805E-07

	7 = 2
	7. 60917 1E-06
	-4.283232E-06
	4.866846E-07
	-1.493402E-08

	i =3
	-2.135304E-07
	1.270805E-07
	-1.493402E-08
	4.692712E-10


CHMAXe

Predetermined Analytical Model Coefficients of Peak Auroral Ionization Production Rate Height versus Characteristic Energy for Electrons:
CHMAXe n()
n = 0

2. 079230E +00
n = 1

-9.412050E-02
VHMAXe

Predetermined Covariance Matrix of Analytical Model Coefficients of Peak Auroral Ionization Production Rate Height versus Characteristic Energy for Electrons:
	VHMAXe(i, j)
	7 = 0
	j =1

	7 = 0
	1.703090E-03
	-2.176790E-03

	7 = 1
	-2.176790E-03
	3.265280E-03


CHMAXp

Predetermined Analytical Model Coefficients of Peak Auroral Ionization Production Rate Height versus Characteristic Energy for Protons:
CHMAXpn()
n = 0

2. 078000E +00
n = 1

-4.072000E-02
VHMAXp

Predetermined Covariance Matrix of Analytical Model Coefficients of Peak Auroral Ionization Production Rate Height versus Characteristic Energy for Protons:
	VHMAXp(i, j)
	
	j =0
	
	
	j =1
	

	i =0
	4
	000000E-
	02
	2.
	000000E-
	03

	i =1
	2
	000000E-
	03
	6.
	000000E-
	06


CPMAXe

Predetermined Analytical Model Coefficients of Peak Auroral Ionization Production Rate versus Characteristic Energy for Electrons:
	
	
	CPMAXe(n)

	n =
	0
	0. 000000E + 00

	n =
	1
	9.257770E-01

	n =
	2
	-5.032010E-01


VPMAXe

Predetermined Covariance Matrix of Analytical Model Coefficients of Peak Auroral Ionization Production Rate versus Characteristic Energy for Electrons:
	VPMAXe(i, j)
	
	j =0
	
	7 = 1
	
	7 = 2
	

	i =0
	0
	0.000000 E + 00
	0.
	0.000000E + 00
	0.
	0.000000E +
	+00

	i =1
	0
	0.000000 E + 00
	1.
	347350E-01
	-1
	.639950E
	-01

	i = 2
	0
	0.000000 E + 00
	-1
	.639950E-01
	2.
	142490E -
	-01


CPMAXp       Predetermined Analytical Model Coefficients of Peak Auroral Ionization Production Rate versus Characteristic Energy for Protons:
	
	CPMAXp(n)

	w = 0
	0. 000000E + 00

	n = 1
	3.507660E-01

	n = 2
	-8.847370E-02


VPMAXp       Predetermined Covariance Matrix of Analytical Model Coefficients of
Peak Auroral Ionization Production Rate versus Characteristic Energy for Protons:
	VPMAXp(i, j )
	
	7 = 0
	
	7 = 1
	7 = 2

	/=0
	0.
	0.000000 E +
	00
	0.000000 E + 00
	0.000000E + 00

	7=1
	0.
	0.000000 E +
	00
	3.229050E-01
	-5.360260E-01

	i = 2
	0.
	0.000000 E +
	00
	-5.360260E-01
	9.333660E-01
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2.1 Introduction 
 This document provides a language-independent description (LID) of the SSUSI Dayside F2-Region algorithm. The purpose of the LID is to provide a detailed outline of the steps required to calculate the Dayside environmental data products and their associated uncertainties using any programming language.  Section 1 provides a brief discussion of the required inputs and the essential outputs of the dayside disk and dayside limb algorithms.  Section 2 gives a detailed description of the steps required to derive dayside disk and limb data products and their corresponding uncertainties.  Finally, in Section 3, we provide a detailed description of the data table algorithms, the Discrete Inverse Theory Function, and any supporting functions required by the SSUSI Dayside F2-Region Algorithm. 

2.1.1 The SSUSI Dayside F2-Region Algorithm 

 The SSUSI Dayside F2-Region algorithm accepts specific Ultra-Violet intensities on a pixel-by-pixel basis, and generates the output products listed below for each pixel.  A pixel which represents a measurement made while viewing the Earth’s hard disk is referred to as a disk pixel.  A pixel which represents a measurement made while viewing the Earth’s limb actually includes a complete set of measurements made when viewing from the largest tangent altitude down to the Earth’s hard disk..  The output products for an individual pixel do not represent the entire dayside portion of the observing region.  However, when the output products for all pixels in the dayside are superimposed over a model of the Earth, the dayside region is well described. 

 The Dayside F2-Region Algorithm is divided into disk and limb subsections in the derivations provided in Section 2 below.  Our intent is to clearly identify the steps required to calculate data products for both disk and limb pixels.  Although some derivations are similar, disk and limb pixels should be treated as entirely separate entities. 

2.1.1.1 Dayside Disk 
 The dayside disk algorithm processes sensor data which are calibrated, geolocated, and rectified.  The disk algorithm utilizes look-up tables generated from first principles science codes to rapidly calculate dayside disk F2-Region data products from disk measurements of daytime atomic and molecular UV emissions.  The data products derived by the day disk algorithm are 

 (1) QEUV  Solar EUV flux (erg cm-2 s-1) 

 (2) ROVCDN2VCD Ratio of O and N2 vertical column densities (dimensionless). 

 (3) NmF2  F2-Region Peak Density (cm-3) 

 (4) hmF2   F2-Region Height of the Peak Density (km) 

 (5) TEC  F2-Region Total Electron Content (1016 e- m-2) 

 (6) foF2 F2-Region Plasma Frequency (s-1). 

2.1.1.2 Dayside Limb 
 The dayside limb algorithm processes SIS scan data for the limb portion of the SDR grid.  The limb algorithm utilizes some look-up tables in combination with an inversion algorithm to calculate dayside limb F2-Region data products.  The derived data products are 

 (1) N2  Density profile of molecular nitrogen (cm-3). 

 (2) O2  Density profile of molecular oxygen (cm-3). 

 (3) O  Density profile of atomic oxygen (cm-3). 

 (4) Texo Temperature of the exobase (K). 

 (5) ROVCDN2VCD  Ratio of O and N2 vertical column densities (dimensionless). 

 (6) NmF2  F2-Region Peak Density (cm-3) 

 (7) hmF2   F2-Region Height of the Peak Density (km) 

 (8) TEC  F2-Region Total Electron Content (1016 e- m-2) 

 (9) foF2 F2-Region Plasma Frequency (s-1). 

2.1.2 Goals of the Language-Independent Description 

 The driving force behind the Language-Independent Description (LID) is the desire to preserve the intellectual knowledge which lies at the foundation of most scientific software.  A LID attempts to form an agreement (or “contract” if you will) between the theorist and the implementor.  The role of the theorist in creating the LID is to specify the algorithm completely, leaving no room for interpretation on the part of the implementor.  The role of the implementor is to take the LID and develop it into an operational system, meeting the requirements of the particular system with respect to design methodology, maintainability, speed, and so on. 

 Modern programming languages do not serve as an optimal medium for LID expression.  Programming languages often impose a syntax which constrains the expressive ability of the LID author.  In addition, programming languages can be complex and can possess hidden subtleties.  The syntax alone can place a double-requirement upon the author, because the author is forced to become both a theorist and a programmer.  In the modern world, where computer programming languages and computer architectures are in a state of constant evolution, tying the expression of knowledge to a programming language can be a costly and error-prone mistake. 

 To summarize then, the SSUSI Dayside F2-Region Algorithm Language-Independent Description attempts to: 

 • Clearly, and without interpretation, express the derivations of the Dayside F2-Region    Algorithm data products. 

 • Provide an easily understood sequence of calculations which are broken down     into “atomic” steps. 

 • Immortalize the algorithm by transcending any particular programming     language or computer architecture, thereby preserving the knowledge and     portability. 

 • Provide a basis for testing, in that test cases can be based upon the LID, and     expected results can be computed by an external method (verification from an     external source). 

 • Enhance requirements traceability.  Since each step in the LID is “atomic” and    labeled, the implementor can easily document where and how each step is     accomplished.  This forms a cross-reference between the code and the LID. 

 • Enhance maintainability.  Due to the labeling of the steps in the LID, a     maintainer of the code should be able to easily identify where changes should     be made, and where they should not. 

 • Leave sufficient room for creativity on the part of the implementor, so that     coding the algorithm in a programming language does not become a robotic     process. 

2.1.3 Credits 

 Although this document stands alone as the Language-Independent Description of the SSUSI Dayside F2-Region Algorithm, its format and design are intended to be consistent with the SSUSI Auroral E-Region Algorithm LID and the SSUSI Nightside F2-Region Algorithm LID prepared by the Johns Hopkins University Applied Physics Laboratory. 

2.2 Derivation of the Dayside F2-Region  Data Products 
 This section contains the derivations of all SSUSI Dayside F2-Region data products.  The first subsection, “General Algorithm Expectations”, exposes the linkage and preprocessing expectations common to all of the derivations.  Implied subtleties are also included there. 

 Following the “General Algorithm Expectations” subsection are the individual data-product derivations. Each derivation begins with a listing of the input parameters required, the calculated output from the derivation, a formal “Begin” indicator, the steps in the derivation, and a concluding “End” indicator.  Within each step, variance calculations are provided where appropriate.  Items which represent variances are prefaced with a “V”. 

2.2.1 General Algorithm Expectations 

 A quick inspection of the “Required Input to the Derivation” sections will reveal that there are several cross links among the derivations.  The cross-linked items refer to the intermediate data items calculated in some other step (possibly in another derivation).  Whatever the case, the step in which the cross-linked item is calculated can be quickly located by searching the step lists in the Table of Contents. 

 Note that there is a dependency on the disk derived QEUV value in several of the dayside limb data product derivations.  This dependency implies that a value of QEUV must be determined from the dayside disk before any dayside limb data product derivations can occur.  The QEUV value used in the dayside limb algorithm is actually an average of the QEUV values derived by the disk algorithm between -30 deg latitude and +30 deg latitude.  QEUV is assumed to be constant over the dayside disk region. 

 All variances are determined by applying the standard error propagation formula to each stated expression.  For a derived quantity x = F(u,v), the error propagation formula is given by 
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2.2.2 Dayside Disk 

2.2.2.1 The Ratio of O and N2 Vertical Column Densities (ROVCDN2VCD) 
2.2.2.1.1 Required Input to the Derivation 

 I1356 The measured 1356 intensity (Rayleighs). 

 VI1356 The variance associated with I1356 (Rayleighs)2. 

 ILBH2 The measured LBH2 (1650-1800 A) intensity (Rayleighs). 

 VILBH2 The variance associated with ILBH2 (Rayleighs)2. 

 CVI1356ILBH2 The covariance associated with I1356 and ILBH2 (Rayleighs)2. 

 SZA The Solar Zenith Angle at the current disk pixel (radians). 

2.2.2.1.2 Calculated Output of the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless) 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless). 

2.2.2.1.3 The Derivation 

2.2.2.1.3.1 Begin 
2.2.2.1.3.2 Calculate the ratio of O and N2 vertical column densities (ROVCDN2VCD) 
 TempA = I1356/ILBH2 

 Note: The variance of the derived TempA value is obtained by applying the error propagation formula to the expression for TempA above.  The sources of uncertainty in TempA are uncertainties in both I1356 and in ILBH2 (including a covariance term). 
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 ROVCDN2VCD = The value calculated by the ROVCDN2VCD Data Table Function (ROVCDN2VCDDTF) (see Appendix).  The following values should be used as input into the ROVCDN2VCD Data Table Function: 

 For ROVCDN2VCDDTF RI1356ILBH2 TempA [image: image5.jpg]
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 Calculate the variance associated with the ratio of the O and N2 vertical column densities (VROVCDN2VCD). 
 VROVCDN2VCD = The variance associated with the ROVCDN2VCD value calculated by the ROVCDN2VCD Data Table Function  (ROVCDN2VCDDTF) (see Appendix). 

2.2.2.1.3.3 End 
2.2.2.2 The Solar EUV Flux Below 450 A (QEUV) 
2.2.2.2.1 Required Input to the Derivation 

 I1356 The measured 1356 intensity (Rayleighs). 

 VI1356 The variance associated with I1356 (Rayleighs)2. 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 SZA The Solar Zenith Angle at the current disk pixel (radians). 

2.2.2.2.2 Calculated Output of the Derivation 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1). 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2. 

2.2.2.2.3 The Derivation 

2.2.2.2.3.1 Begin 
2.2.2.2.3.2 Calculate the solar EUV flux below 450 A (QEUV) 
 QEUV = The value calculated by the QEUV Data Table Function (QEUVDTF) (see Appendix).  The following values should be used as input into the QEUV Data Table Function: 
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 Calculate the variance associated with the solar EUV flux (VQEUV). 
 VQEUV = The variance associated with the QEUV value calculated by the QEUV Data Table Function (QEUVDTF) (see Appendix). 

2.2.2.2.3.3 End 
2.2.2.3 The F2-Region Peak Density (NmF2) 
2.2.2.3.1 Required Input to the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time of the current pixel (hours). 

 Ap The magnetic index (dimensionless). 

 GMLAT The geomagnetic latitude of the current pixel (radians). 

 GMLON The geomagnetic longitude of the current pixel (radians). 

2.2.2.3.2 Calculated Output of the Derivation 

 NmF2 The F2-Region peak density (cm-3). 

 VNmF2 The variance associated with NmF2 (cm-3)2. 

2.2.2.3.3 The Derivation 

2.2.2.3.3.1 Begin 
2.2.2.3.3.2 Calculate the F2-region peak density (NmF2) 
 NmF2 =  The value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix).  The following values should be used as input into the EDPP Data Table Function: 
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 Calculate the variance associated with the F2-Region Peak Density (VNmF2). 
 VNmF2 =  The variance associated with the NmF2 value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix). 

2.2.2.3.3.3 End 
2.2.2.4 The Height of the F2-Region Peak Density (hmF2) 
2.2.2.4.1 Required Input to the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time of the current pixel (hours). 

 Ap The magnetic index (dimensionless). 

 GMLAT The geomagnetic latitude of the current pixel (radians). 

 GMLON The geomagnetic longitude of the current pixel (radians). 

2.2.2.4.2 Calculated Output of the Derivation 

 hmF2 The height of the F2-Region peak density (km). 

 VhmF2 The variance associated with hmF2 (km)2. 

2.2.2.4.3 The Derivation 

2.2.2.4.3.1 Begin 
2.2.2.4.3.2 Calculate the height of the F2-region peak density (hmF2) 
 hmF2 =  The value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix).  The following values should be used as input into the EDPP Data Table Function: 

 For EDPPDTF ROVCDN2VCD  ROVCDN2VCD [image: image22.jpg]Use




 For EDPPDTF VROVCDN2VCD  VROVCDN2VCD [image: image23.jpg]Use




 For EDPPDTF QEUV  QEUV [image: image24.jpg]Use




 For EDPPDTF VQEUV  VQEUV [image: image25.jpg]Use




 For EDPPDTF Ap  Ap [image: image26.jpg]Use




 For EDPPDTF MONTH  MONTH [image: image27.jpg]Use




 For EDPPDTF GMLT  GMLT [image: image28.jpg]Use




 For EDPPDTF GMLAT  GMLAT [image: image29.jpg]Use




 For EDPPDTF GMLON  GMLON [image: image30.jpg]Use




 Calculate the variance associated with the height of the F2-Region Peak Density (VhmF2). 
 VhmF2 = The variance associated with the hmF2 value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix). 

2.2.2.4.3.3 End 
2.2.5  The F2-Region Total Electron Content (TEC) 
2.2.5.1  Required Input to the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Disk ROVCDN2VCD derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time of the current pixel (hours). 

 Ap The magnetic index (dimensionless). 

 GMLAT The geomagnetic latitude of the current pixel (radians). 

 GMLON The geomagnetic longitude of the current pixel (radians). 

2.2.5.2  Calculated Output of the Derivation 

 TEC The F2-Region Total Electron Content (1016 e- m-2). 

 VTEC The variance associated with NmF2 (1016 e- m-2)2. 

2.2.5.3  The Derivation 

2.2.5.3.1  Begin 
2.2.5.3.2  Calculate the F2-region total electron content (TEC) 
 TEC = The value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix).  The following values should be used as input into the EDPP Data Table Function: 
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 Calculate the variance associated with the F2-Region Total Electron Content (VTEC). 
 VTEC = The variance associated with the TEC value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix). 

2.2.5.3.3  End 
2.2.6  The F2-Region Plasma Frequency (foF2) 
2.2.6.1  Required Input to the Derivation 

 NmF2 The F2-Region Peak Density (cm-3).  The NmF2 is a product of the Dayside Disk NmF2 derivation. 

 VNmF2 The variance associated with NmF2 (cm-3)2.  The VNmF2 is a product of the Dayside Disk NmF2 derivation. 

2.2.6.2  Calculated Output of the Derivation 

 foF2 The F2-Region plasma frequency (s-1). 

 VfoF2 The variance associated with foF2 (s-1)2. 

2.2.6.3  The Derivation 

2.2.6.3.1  Begin 
2.2.6.3.2  Calculate the F2-region plasma frequency (foF2) 
  foF2 = [image: image40.jpg]8.98 x 10° Y NmF2



  

  Calculate the variance associated with the Plasma Frequency (VfoF2). 
 Note: The variance of the derived foF2 value is obtained by applying the error propagation formula to the expression for foF2 above.  The only source of uncertainty in foF2 is the uncertainty in NmF2. 

  VfoF2 = [image: image41.jpg]2.02 x 107 (NmF2) ' VNmF2



  

2.2.6.3.3  End 
2.3  Dayside Limb 

2.3.1 The Exospheric Temperature (Texo) 
2.3.1.1  Required Input to the Derivation 

 I1356P The measured 1356 A intensity profile (Rayleighs). 

 VI1356P The variance associated with I1356P (Rayleighs)2. 

 ALTGRID The altitude grid corresponding to the measured 1356 A intensity profile (km).  The vector ALTGRID is assumed to be monotonically decreasing. 

2.3.1.2  Calculated Output of the Derivation 

 Texo The exospheric temperature (K). 

 VTexo The variance associated with Texo (K)2. 

2.3.1.3  Internal data-items used by the Derivation. 

 Texo_Grid  The one-dimensional vector of Texo values corresponding to    the one-dimensional vector Slope (K). 

  (Texo_Grid = [800.0, 1000.0, 1200.0, 1400.0, 1600.0]). 

 Slope The one-dimensional vector of model-determined values equal to    the slope of the natural logarithm of model-determined 1356 A    intensity profiles (which are a function of Texo). 

  (Slope = [-0.0231967, -0.0190635, -0.0157256,  

       -0.0133726, -0.0115364]). 

2.3.1.4  The Derivation 

2.3.1.4.1  Begin 
2.3.1.4.2  Calculate the index corresponding to the element of ALTGRID which is closest to 500 km (INDEX_500KM). 
 INDEX_500KM =  The index corresponding to the element of the vector ALTGRID which is closest to the value 500.0. The value INDEX_500KM is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X  ALTGRID [image: image42.jpg]Use




 For SEARCH U   500.0 [image: image43.jpg]Use




2.3.1.4.3  Calculate the index corresponding to the element of ALTGRID which is closest to 400 km (INDEX_400KM). 
 INDEX_400KM =  The index corresponding to the element of the vector ALTGRID which is closest to the value 400.0. The value INDEX_400KM is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X  ALTGRID [image: image44.jpg]



 For SEARCH U   400.0 [image: image45.jpg]



2.3.1.4.4  Calculate the coefficients from a linear least squares fit to the natural logarithm of the values of the measured 1356 A intensity profile between 500 km and 400 km.(COEFF) 
 Note: Each element of the vectors TempA, TempB and VTempB (the variance associated with TempB) are calculated in the same manner.  For the ith element (i = INDEX_500KM to INDEX_400KM), the values of TempA, TempB, and VTempB are calculated as: 

 TempA[i] = ALTGRID[i] 

 TempB[i] = ln (I1356P[i]) 

 Note: Each element VTempB[i] (the variance associated with TempB) is obtained by taking the derivative of the natural logarithm of TempB[i] with respect to I1356P[i]. 

 VTempB[i] = [image: image46.jpg](V[1356P[i]j
11356 P[i]



  

  where 

 ln = The natural logarithm function. 

 COEFF =  The coefficients calculated by the Linear Least Squares Fitting Function (LLSFIT) (see Appendix).  The following values should be used as input into the Linear Least Squares Fitting Function: 

 For LLSFIT Y TempB [image: image47.jpg]



 For LLSFIT VY VTempB [image: image48.jpg]Use




 For LLSFIT X TempA [image: image49.jpg]



2.3.1.4.5  Calculate the exospheric temperature (Texo) 
 Note:   A linear least squares fit to the natural logarithm of the measured 1356 A intensity profile between 500 km and 400 km returns two coefficients, the first being the offset, and the second being the slope of the line fit to the natrual logarithm of the measured 1356 A intensity profile between 500 km and 400 km. 

 Texo = The value calculated by the Interpolation Function INTERPOLATE (see Appendix).  The following values should be used as input to the Interpolation Function: 

 For INTERPOLATE Y  Texo_Grid [image: image50.jpg]Use




 For INTERPOLATE X  Slope [image: image51.jpg]Use




 For INTERPOLATE U  COEFF[2] [image: image52.jpg]Use




 Calculate the variance of the exospheric temperature (VTexo). 
 Note:   The variance of the derived Texo value is obtained from the derivative of the vector Slope with respect to the vector Texo_Grid and the variance of the slope of the line fit to the natural logarithm of the measured 1356 A profile.  The only significant source of uncertainty in Texo is due to uncertainty in COEFF[2]. 

 INDEX_TEXO =  The index corresponding to the element of the vector Texo_Grid which is closest to the value Texo. The value INDEX_TEXO is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X  Texo_Grid [image: image53.jpg]



 For SEARCH U   Texo [image: image54.jpg]



 TempA = The partial derivative of Slope with respect to Texo_Grid at the point Texo_Grid[INDEX_TEXO].  The value TempA is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

For DERIVATIVE Y Texo_Grid [image: image55.jpg]



For DERIVATIVE X Slope [image: image56.jpg]



For DERIVATIVE INDEX INDEX_TEXO [image: image57.jpg]Use []\




 VTexo = VC [image: image58.jpg]OEFF[2] | TempA®




  where 

 VCOEFF[2] = The variance of COEFF[2] calculated by the Linear Least Squares Fitting Function. 

2.3.1.4.6  End 
2.3.2  The Neutral Density Profiles (N2DP, O2DP, ODP) 
2.3.2.1  Required Input to the Derivation 

 Texo The exospheric temperature (K).  The Texo is a product of the Dayside Limb Texo Derivation. 

 VTexo The variance associated with Texo (K)2.  The VTexo is a product of the Dayside Limb Texo Derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation. 

 SZA The Solar Zenith Angle at the current limb pixel (radians). 

 I1356P The measured 1356 intensity profile (Rayleighs). 

 VI1356P The variance associated with I1356P (Rayleighs)2. 

 ILBH1P The measured LBH1 (1400 - 1500 A) intensity profile (Rayleighs). 

 VILBH1P The variance associated with ILBH1 (Rayleighs)2. 

 ILBH2P The measured LBH2 (1650 - 1800 A) intensity profile (Rayleighs). 

 VILBH2P The variance associated with ILBH2 (Rayleighs)2. 

 ALTGRID The altitude grid corresponding to the measured 1356 A intensity profile, the measured LBH1 (1400-1500 A) intensity profile, and the measured LBH2 (1650-1800 A) intensity profile (km). The vector ALTGRID is assumed to be monotonically decreasing. 

 VALTGRID  The variance associated with ALTGRID (km)2. 

2.3.2.2  Calculated Output of the Derivation 

 N2DP The N2 density profile (cm-3). 

 VN2DP The variance associated with N2DP (cm-3)2. 

 O2DP The O2 density profile (cm-3). 

 VO2DP The variance associated with O2DP (cm-3)2. 

 ODP The O density profile (cm-3). 

 VODP The variance associated with ODP (cm-3)2. 

2.3.2.3  The Derivation 

2.3.2.3.1  Begin 
2.3.2.3.2  Calculate the Neutral Density Profiles (NDP) 
 Note:   The N2, O2, and O neutral density profiles are simultaneously calculated by the Discrete Inverse Theory Function.  The data product NDP is intended to represent an object that includes the N2, O2, and O neutral density profiles. 

NDP =  The values calculated by the Discrete Inverse Theory Function (DITF) (see Appendix).  The following values should be used as input into the Discrete Inverse Theory Function: 

 For DITF Texo Texo [image: image59.jpg]Use




 For DITF VTexo VTexo [image: image60.jpg]



 For DITF QEUV QEUV [image: image61.jpg]Use




 For DITF VQEUV VQEUV [image: image62.jpg]



 For DITF SZA  SZA [image: image63.jpg]Use




 For DITF I1356P  I1356P [image: image64.jpg]Use




 For DITF VI1356P  VI1356P [image: image65.jpg]Use




 For DITF ILBH1P  ILBH1P [image: image66.jpg]Use

L




 For DITF VILBH1P  VILBH1P [image: image67.jpg]Use




 For DITF ILBH2P  ILBH2P [image: image68.jpg]Use [ 7




 For DITF VILBH2P  VILBH2P [image: image69.jpg]Use




 For DITF ALTGRID  ALTGRID [image: image70.jpg]Use




 For DITF VALTGRID  VALTGRID [image: image71.jpg]Use




 Calculate the variance associated with the Neutral Density Profiles (VNDP). 
 VNDP = The variance associated with the NDP value calculated by the Discrete Inverse Theory Function (DITF) (see Appendix). 

2.3.2.3.3  End 
2.3.5  The Ratio of O and N2 Column Density ROVCDN2VCD 
2.3.5.1  Required Input to the Derivation 

 N2DP The N2 density profile (cm-3).  The N2DP is a product of the Dayside Limb N2DP derivation. 

 VN2DP The variance associated with N2DP (cm-3)2.  The VN2DP is a product of the Dayside Limb N2DP derivation. 

 ODP The O volume density profile (cm-3). The ODP is a product of the Dayside Limb ODP derivation. 

 VODP The variance associated with ODP (cm-3)2.  The VODP is a product of the Dayside Limb ODP derivation. 

 ALTGRID The altitude grid corresponding to the measured 1356 A intensity profile, the measured LBH1 (1400-1500 A) intensity profile, and the measured LBH2 (1650-1800 A) intensity profile (km).  The vector ALTGRID is assumed to be monotonically decreasing. 

 VALTGRID  The variance associated with ALTGRID (km)2. 

2.3.5.2  Calculated Output of the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless). 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless). 

2.3.5.3  Internal Data-Items Used by the Derivation 

 N2VCDREF The reference N2 vertical column density. 

  N2VCDREF = 1.0 x 1017 (cm-2) 

2.3.5.4  The Derivation 

2.3.5.4.1  Begin 
2.3.5.4.2  Calculate the N2 vertical column density profile (N2VCDP) 
 Note:  Each element of the vector N2VCDP is calculated in the same manner with the exception of the first element.  For the first element, the value of N2VCDP is 

 N2VCDP[1] = 0.0 

 Note:  For the ith element (i ≠ 1), the value of N2VCDP is calculated as the sum of the N2 vertical column density at ALTGRID[i-1] and the integral of the N2 volume density from ALTGRID[i-1] to ALTGRID[i].  The N2 vertical column density should be calculated at each element of ALTGRID until N2VCDP[i] ≥ N2VCDREF.  For the ith element of N2VCDP (i ≠ 1), the integral of the N2 volume density from ALTGRID[i-1] to ALTGRID[i] is calculated as (TempC below) 

  TempA = (ALTGRID[i—1] — ALTGRID[i])*1.0E5 

 TempB =  N2DP[i—1] + N2DP[i] 

 TempC = 0.5*TempA*TempB 

 N2VCDP[i] = N2VCDP[i — 1] + TempC 

 Calculate the variance of the N2 vertical column density profile (VN2VCDP). 
 Note:  Each element of the vector VN2VCDP is calculated in the same manner with the exception of the first element.  For the first element, the value of VN2VCDP is: 

 VN2VCDP[1] = 0.0 

 Note:  For the ith element (i ≠ 1), the value of VN2VCDP is calculated by applying the error propagation formula to the expression for N2VCDP[i] above.  The uncertainty in the ith element of N2VCDP is due to uncertainties in the ith and ith-1 elements of the vectors ALTGRID and N2DP (we assume that the relative contribution of all covariance terms is insignificant). 

 VTempA = (VALTGRID[i—1] — VALTGRID[i])*1.0E10 

 VTempB = VN2DP[i—1] + VN2DP[i] 

 VTempC = 0.25*(TempB2*VTempA + TempA2*VTempB) 

 VN2VCDP[i] = VN2VCDP[i — 1] + VtempC 

2.3.5.4.3  Calculate the O vertical column density profile (OVCDP) 
 Note:  Each element of the vector OVCDP is calculated in the same manner with the exception of the first element.  For the first element, the value of OVCDP is 

 OVCDP[1] = 0.0 

 Note:  For the ith element (i ≠ 1), the value of OVCDP is calculated as the sum of the O vertical column density at ALTGRID[i-1] and the integral of the O volume density from ALTGRID[i-1] to ALTGRID[i].  The O vertical column density should be calculated at each element of ALTGRID.  For the ith element of OVCDP (i ≠ 1), the integral of the O volume density from ALTGRID[i-1] to ALTGRID[i] is calculated as (TempC below) 

  TempA = (ALTGRID[i — 1] — ALTGRID[i])*1.0E5 

 TempB =  ODP[i — 1] + ODP[i] 

 TempC = 0.5*TempA*TempB 

 OVCDP[i] = OVCDP[i — 1] + TempC 

 Calculate the variance of the O vertical column density profile (VOVCDP). 
 Note:  Each element of the vector VOVCDP is calculated in the same manner with the exception of the first element.  For the first element, the value of VOVCDP is: 

 VOVCDP[1] = 0.0 

 Note:  For the ith element (i ≠ 1), the value of variance of OVCDP[i] is calculated by applying the error propagation formula to the expression for OVCDP[i] above.  The sources of uncertainty in the ith element of OVCD are uncertainties in the ith and ith-1 elements of the vectors ALTGRID and ODP (we assume that the relative contribution of all covariance terms is insignificant). 

 VTempA = (VALTGRID[i—1] — VALTGRID[i])*1.0E10 

 VTempB = VODP[i—1] + VODP[i] 

 VTempC = 0.25*(TempB2*VTempA + TempA2*VTempB) 

 VN2VCDP[i] = VOVCDP[i — 1] + VtempC 

2.3.5.4.4  Calculate the O vertical column density at N2VCDREF (OVCDREF) 
 Note: The O vertical column density at N2VCDREF is calculated by interpolating on a vector containing the natural logarithm of OVCDP.  Interpolation yields the natural logarithm of the value of OVCDP which corresponds to the natural logarithm of the value N2VCDREF (TempA below) within a vector containing the natural logarithm of N2VCDP.  The natural logarithm of each element of the vectors OVCDP and N2VCDP are calculated in the same manner.  For the ith element, the natural logarithm of OVCDP and N2VCDP are calculated as (TempB and TempC respectively) 

  TempA = ln (N2VCDREF) 

  TempB[i] = ln (OVCDP[i]) 

  TempC[i] = ln (N2VCDP[i]) 

  where 

 ln = The natural logarithm function. 

 TempD = The value calculated by the Interpolation Function INTERPOLATE (see Appendix).  The following values should be used as input to the Interpolation Function: 

 For INTERPOLATE Y  TempB [image: image72.jpg]Use




 For INTERPOLATE X  TempC [image: image73.jpg]Use




 For INTERPOLATE U  TempA [image: image74.jpg]Use




 OVCDREF = exp (TempD) 

  where 

 exp = The exponential function. 

 Calculate the variance of the O reference vertical column density (VOVCDREF) 
 Note:  The variance of OVCDREF (VOVCDREF) is calculated from the percent uncertainty of the element of the vector OVCDP which is closest to the interpolated value OVCDREF. 

 INDEXOVCDREF =  The index corresponding to the element of the vector OVCDP which is closest to the input value OVCDREF. The value INDEXOVCDREF is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X  OVCDP [image: image75.jpg]



 For SEARCH U   OVCDREF [image: image76.jpg]



 VOVCDREF =[image: image77.jpg]VOVCDP[INDEXOVCDREF] | P

OVCDP[INDEXOVCDREF]*



  

2.3.5.4.5  Calculate the ratio of O and N2 vertical column densities (ROVCDN2VCD) 

 ROVCDN2VCD = [image: image78.jpg]( OVCDREF )
N2VCDREF



  

 Calculate the variance of the Vertical Column Density Ratio (VROCDN2VCD). 

 Note: The variance of ROVCDN2VCD (VROVCDN2VCD) is obtained by applying the error propagation formula to the expression for  ROVCDN2VCD above.  The only source of uncertainty in ROVCDN2VCD is uncertainty in OVCDREF.  Uncertainty in the reference N2 vertical column density (N2VCDREF) is insignificant relative to the uncertainty in the derived O vertical column density. 

  VROVCDN2VCD = [image: image79.jpg]( VOVCDREF
N2VCDREF*/



  

2.3.5.4.6  End 
2.3.6  The F2-Region Peak Density (NmF2) 
2.3.6.1  Required Input to the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Limb ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Limb ROVCDN2VCD derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time of the current pixel (hours). 

 Ap The magnetic index (dimensionless). 

 GMLAT The geomagnetic latitude of the current pixel (radians). 

 GMLON The geomagnetic longitude of the current pixel (radians). 

2.3.6.2  Calculated Output of  the Derivation 

 NmF2 The F2-Region peak density (cm-3). 

 VNmF2 The variance associated with NmF2 (cm-3)2. 

2.3.6.3  The Derivation 

2.3.6.3.1  Begin 
2.3.6.3.2  Calculate the F2-region peak density (NmF2) 
 NmF2 =  The value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix).  The following values should be used as input into the EDPP Data Table Function: 

 For EDPPDTF ROVCDN2VCD  ROVCDN2VCD [image: image80.jpg]Use




 For EDPPDTF VROVCDN2VCD  VROVCDN2VCD [image: image81.jpg]Use




 For EDPPDTF QEUV  QEUV [image: image82.jpg]Use




 For EDPPDTF VQEUV  VQEUV [image: image83.jpg]Use




 For EDPPDTF Ap  Ap [image: image84.jpg]Use




 For EDPPDTF MONTH  MONTH [image: image85.jpg]Use




 For EDPPDTF GMLT  GMLT [image: image86.jpg]Use




 For EDPPDTF GMLAT  GMLAT [image: image87.jpg]Use




 For EDPPDTF GMLON  GMLON [image: image88.jpg]Use




 Calculate the variance of the F2-Region Peak Density (VNmF2). 
 VNmF2 =  The variance associated with the NmF2 value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix). 

2.3.6.3.3  End 
2.3.7  The Height of the F2-Region Peak Density (hmF2) 
2.3.7.1  Required Input to the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Limb ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Limb ROVCDN2VCD derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time of the current pixel (hours). 

 Ap The magnetic index (dimensionless). 

 GMLAT The geomagnetic latitude of the current pixel (radians). 

 GMLON The geomagnetic longitude of the current pixel (radians). 

2.3.7.2  Calculated Output of the Derivation 

 hmF2 The height of the F2-Region peak density (km). 

 VhmF2 The variance associated with hmF2 (km)2. 

2.3.7.3  The Derivation 

2.3.7.3.1  Begin 
2.3.7.3.2  Calculate the height of the F2-region peak density (hmF2) 
 hmF2 =  The value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix).  The following values should be used as input into the EDPP Data Table Function: 

 For EDPPDTF ROVCDN2VCD  ROVCDN2VCD [image: image89.jpg]Use




 For EDPPDTF VROVCDN2VCD  VROVCDN2VCD [image: image90.jpg]Use




 For EDPPDTF QEUV  QEUV [image: image91.jpg]Use




 For EDPPDTF VQEUV  VQEUV [image: image92.jpg]Use




 For EDPPDTF Ap  Ap [image: image93.jpg]Use




 For EDPPDTF MONTH  MONTH [image: image94.jpg]Use




 For EDPPDTF GMLT  GMLT [image: image95.jpg]Use




 For EDPPDTF GMLAT  GMLAT [image: image96.jpg]Use




 For EDPPDTF GMLON  GMLON [image: image97.jpg]Use




 Calculate the variance of the height of the F2-Region peak density (VhmF2). 
 VhmF2 = The variance associated with the hmF2 value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix). 

2.3.7.3.3  End 
2.3.8  The F2-Region Total Electron Content (TEC) 
2.3.8.1  Required Input to the Derivation 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).  The ROVCDN2VCD is a product of the Dayside Limb ROVCDN2VCD derivation. 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless).  VROVCDN2VCD is a product of the Dayside Limb ROVCDN2VCD derivation. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  The QEUV is a product of the Dayside Disk QEUV derivation. 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2.  The VQEUV is a product of the Dayside Disk QEUV derivation 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time of the current pixel (hours). 

 Ap The magnetic index (dimensionless). 

 GMLAT The geomagnetic latitude of the current pixel (radians). 

 GMLON The geomagnetic longitude of the current pixel (radians). 

2.3.8.2  Calculated Output of the Derivation 

 TEC The F2-Region Total Electron Content (1016 e- m-2). 

 VTEC The variance associated with TEC (1016 e- m-2)2. 

2.3.8.3  The Derivation 

2.3.8.3.1  Begin 
2.3.8.3.2  Calculate the F2-region total electron content (TEC) 
 TEC = The value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix).  The following values should be used as input into the EDPP Data Table Function: 

 For EDPPDTF ROVCDN2VCD  ROVCDN2VCD [image: image98.jpg]



 For EDPPDTF VROVCDN2VCD  VROVCDN2VCD [image: image99.jpg]



 For EDPPDTF QEUV  QEUV [image: image100.jpg]



 For EDPPDTF VQEUV  VQEUV [image: image101.jpg]



 For EDPPDTF Ap  Ap [image: image102.jpg]



 For EDPPDTF MONTH  MONTH [image: image103.jpg]



 For EDPPDTF GMLT  GMLT [image: image104.jpg]



 For EDPPDTF GMLAT  GMLAT [image: image105.jpg]



 For EDPPDTF GMLON  GMLON [image: image106.jpg]



 Calculate the variance of the F2-Region Total Electron Content (VTEC). 
 VTEC = The variance associated with the TEC value calculated by the EDPP Data Table Function (EDPPDTF) (see Appendix). 

2.3.8.3.3  End 
2.3.9  The F2-Region Plasma Frequency (foF2) 
2.3.9.1  Required Input to the Derivation 

 NmF2 The F2-Region Peak Density (cm-3).  The NmF2 is a product of the Dayside Disk NmF2 derivation. 

 VNmF2 The variance associated with NmF2 (cm-3)2.  The VNmF2 is a product of the Dayside Disk NmF2 derivation. 

2.3.9.2  Calculated Output of the Derivation 

 foF2 The F2-Region plasma frequency (s-1). 

 VfoF2 The variance associated with foF2 (s-1)2. 

2.3.9.3  The Derivation 

2.3.9.3.1  Begin 
2.3.9.3.2  Calculate the F2-region plasma frequency (foF2) 
 foF2 = [image: image107.jpg]8.98 x 10° 4/NmF2



  

 Calculate the variance associated with the Plasma Frequency (VfoF2). 
 Note: The variance of the derived foF2 value is obtained by applying the error propagation formula to the expression for foF2 above.  The only source of uncertainty in foF2 is the uncertainty in NmF2. 

 VfoF2 = 2.02  107(NmF2)-1 VNmF2 

2.2.2.4.3.4 End
2.3 Dayside Appendix 
2.3.1 The ROVCDN2VCD Data Table Function (ROVCDN2VCDDTF). 

3.1.1  Required Input to the Derivation. 
 RI1356ILBH2 The ratio of 1356 and LBH2 (1650-1800 A)  intensities (dimensionless). 

 VRI1356ILBH2 The variance associated with RI1356ILBH2  (dimensionless). 

 SZA The solar zenith angle at the pixel (radians). 

3.1.2  Calculated Output of the Derivation. 
 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).    

 VROVCDN2VCD The variance associated with ROVCDN2VCD dimensionless).    

3.1.3  Contents of the ROVCDN2VCD Data Table: 
 The contents of the ROVCDN2VCD Data Table described below were generated with the optical backgrounds models developed by CPI [Strickland and Meier, 1982; Strickland and Anderson, 1983; Strickland et al., 1995].  Plots of a sample of the data table contents are provided in Figure 3.1 

 DTSZA The one-dimensional vector of solar zenith angles (radians). 

 DTRI1356ILBH2GRID The one-dimensional vector of ratios of 1356 and LBH2 (1650-1800 A) intensities (dimensionless).  The values of the vector DTRI1356ILBH2 are abscissa values for the one-dimensional vector DTVRI1356ILBH2. 

 DTVRI1356ILBH2 The one-dimensional vector of variances associated with DTRI1356ILBH2GRID which are not explicitly characterized by the input values (dimensionless).  (See Figure 3.1).  The sources of uncertainty in DTRI1356ILBH2GRID arise from uncertainties in the cross sections of OI 1356 and N2 LBH.  The assumed uncertainty in the cross sections of OI 1356 and N2 LBH is 20% [Meier, 1991].  Each element of the vector DTVRI1356ILBH2 was calculated from 
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Figure 3.1 Top Panel: Plots of DTROVCDN2VCD versus DTRI1356ILBH2 for solar zenith angles (DTSZA) of 0o, 40o, 60o, and 80o.  Middle Panel: Plot of DTVRI1356ILBH2 versus DTRI1356ILBH2GRID for DTSZA values of 0o, 40o, 60o, and 80o.  Bottom Panel: Plots of the square of the partial derivatives of DTROVCDN2VCD with respect to DTRI1356ILBH2 (PDDTROVCDN2VCD) for DTSZA values 0o, 40o, 60o, and 80o. 
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 DTROVCDN2VCD The one-dimensional vector of ratios of O and N2 vertical column densities (dimensionless). 

 DTRI1356ILBH2 The two-dimensional vector of ratios of model 1356 A and LBH2 (1650-1800 A) intensities for the corresponding values of DTROVCDN2VCD and DTSZA (dimensionless).  (See Figure 3.1). 

 PDDTROVCDN2VCD The two-dimensional vector of the square of the partial derivatives of DTROVCDN2VCD with respect to DTRI1356ILBH2 for the corresponding values of DTRI1356ILBH2 and DTSZA (dimensionless). (See Figure 3.1). 

3.1.4  The Derivation 
3.1.4.1  Begin 

3.1.4.2   Interpolate on DTRI1356ILBH2 to obtain a one-dimensional vector of DTRI1356ILBH2 values as a function of DTROVCDN2VCD at input SZA value (INTRPDTRI1356ILBH2). 

 Note:  Each element of the vector INTRPDTRI1356ILBH2 is calculated in the same manner.  For the ith element, the value of INTRPDTRI1356ILBH2 is calculated by creating a temporary one-dimensional array (TempA) which holds all values of DTRI1356ILBH2 (corresponding to DTSZA) for the ith DTROVCDN2VCD value.  Then interpolate on the vector TempA to obtain the value of TempA which corresponds to the input SZA value. 

 Note: Each element of the array TempA is calculated in the same manner.  For the jth element, the value of TempA is calculated as: 

 TempA[j] = DTRI1356ILBH2[i,j] 

 INTRPDTRI1356ILBH2[i] = The interpolated value of the one-dimensional vector TempA which corresponds to the input SZA value.  The value INTRPDTRI1356ILBH2 is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempA [image: image110.jpg]



 For INTERPOLATE X DTSZA [image: image111.jpg]Use




 For INTERPOLATE U SZA [image: image112.jpg]



3.1.4.3  Interpolate on PDDTROVCDN2VCD to obtain the value of PDDTROVCDN2VCD which corresponds to the input RI1356ILBH2 and SZA values (INTRPPDDTROVCDN2VCD). 

 Note:  Each element of the vector TempB is calculated in the same manner.  For the ith element, the value of TempB is calculated by creating a temporary one-dimensional array (TempA) which holds all values of PDDTROVCDN2VCD (corresponding to DTSZA) for the ith value of INTRPDTRI1356ILBH2.  Interpolate on the vector TempA to obtain the value of TempA which corresponds to the input SZA value. 

 Note: Each element of the array TempA is calculated in the same manner.  For the jth element, the value of TempA is calculated as: 

 TempA[j] = PDDTROVCDN2VCD[i,j] 

 TempB[i] = The interpolated value of the one-dimensional vector TempA which corresponds to the input SZA value. The value TempB[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempA [image: image113.jpg]



 For INTERPOLATE X DTSZA [image: image114.jpg]Use




 For INTERPOLATE U SZA [image: image115.jpg]



 INTRPPDDTROVCDN2VCD = The interpolated value of the one-dimensional vector TempB which corresponds to the input RI1356ILBH2 value. The value INTRPPDDTROVCDN2VCD is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image116.jpg]



 For INTERPOLATE X INTRPDTRI1356ILBH2 [image: image117.jpg]—= 5]




 For INTERPOLATE U RI1356ILBH2 [image: image118.jpg]



3.1.4.4  Interpolate on DTVRI1356ILBH2 to obtain the value of DTVRI1356ILBH2 which corresponds to the input RI1356ILBH2 value (INTRPDTVRI1356ILBH2) 

 INTRPDTVRI1356ILBH2 = The interpolated value of the one-dimensional vector DTVRI1356ILBH2 which corresponds to the input RI1356ILBH2 value.  The value INTRPDTVRI1356ILBH2 is calculated by the Interpolate Function (INTERPOLATE). The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y DTVRI1356ILBH2 [image: image119.jpg]



 For INTERPOLATE X DTRI1356ILBH2GRID [image: image120.jpg]Use




 For INTERPOLATE U RI1356ILBH2 [image: image121.jpg]



3.1.4.5  Interpolate on the vector DTROVCDN2VCD to obtain the value of DTROVCDN2VCD which corresponds to the input RI1356ILBH2 value (ROVCDN2VCD). 

 ROVCDN2VCD = The interpolated value of the one-dimensional vector DTROVCDN2VCD which corresponds to the input RI1356ILBH2 value.  The value ROVCDN2VCD is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y DTROVCDN2VCD [image: image122.jpg]



 For INTERPOLATE X INTRPDTRI1356ILBH2 [image: image123.jpg]—= 5]




 For INTERPOLATE U RI1356ILBH2 [image: image124.jpg]



 Calculate the variance associated with the ratio of O  and N2  vertical column densities (VROVCDN2VCD) 
 Note: The sources of uncertainty in the derived ROVCDN2VCD value arise from uncertainty in the theoretical model used to generate the values in the ROVCDN2VCD Data Table (i.e. PDDTROVCDN2VCD* DTVRI1356ILBH2GRID) and from uncertainty in the input RI1356LBH2 value (i.e. PDDTROVCDN2VCD*VRI1356ILBH2).   

 VROVCDN2VCD = INTRPPDDTROVCDN2VCD* 

 (INTRPDTVRI1356ILBH2 + VRI1356ILBH2)  

3.1.4.6  End 

3.2  The QEUV Data Table Function (QEUVDTF). 

3.2.1   Required Input to the Derivation. 
 I1356 The 1356 intensities (R). 

 VI1356 The variance associated with I1356 (R)2. 

 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless).    

 VROVCDN2VCD The variance associated with ROVCDN2VCD dimensionless).    

 SZA The solar zenith angle at the pixel (radians). 

3.2.2   Calculated Output of the Derivation. 
 QEUV The solar EUV flux below 450 A (erg cm-2 s-1).  VQEUV The variance associated with QEUV (erg cm-2 s-1)2.     

3.2.3  Contents of the QEUV Data Table: 
 The contents of the QEUV Data Table described below were generated with the optical backgrounds models developed by CPI [Strickland and Meier, 1982; Strickland and Anderson, 1983; Strickland et al., 1995].  Plots of a sample of the data table contents are provided in Figure 3.2. 

 DTQEUVREF The reference QEUV value (erg cm-2 s-1). 

 DTSZA The one-dimensional vector of solar zenith angles (radians). 

 DTROVCDN2VCD The one-dimensional vector ratios of O and N2 vertical column densities(dimensionless). 

 DTI1356 The two-dimensional vector of 1356 intensities for the corresponding values of DTROVCDN2VCD and DTSZA (R).  (See Figure 3.2). 

 DTVI1356 The two-dimensional vector of variances associated with DTI1356 which are not explicitly characterized by the input values (R)2.  (See Figure 3.2).  The sources of uncertainty in DTVI1356 arise from uncertainties in the OI 1356 cross sections.  A 20% uncertainty in the cross section of OI 1356 is assumed [Meier, 1991].  Each element of the vector DTVI1356 was calculated from Each element of the vector DTVI1356 was calculated from  

  DTVI1356 = (0.2*I1356)2
 PDDTI1356 The two-dimensional vector of the square of the partial derivatives of DTI1356 with respect to DTROVCDN2VCD for the corresponding values of DTROVCDN2VCD and DTSZA (Rayleighs)2.  (See Figure 3.2). 
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Figure 3.2 Top Panel: Plots of DTI1356 versus DTROVCDN2VCD for solar zenith angles (DTSZA) of 0o, 40o, 60o, and 80o.  Middle Panel: Plots of DTVI1356 versus DTROVCDN2VCD for DTSZA values of 0o, 40o, 60o, and 80o.  Bottom Panel: Plots of the square of the partial derivatives of DTI1356 with respect to DTROVCDN2VCD (PDDTI1356) for DTSZA values 0o, 40o, 60o, and 80o. 

3.2.4  The Derivation 
3.2.4.1  Begin 

3.2.4.2   Interpolate on DTI1356 to obtain the value of DTI1356 which corresponds to the input ROVCDN2VCD and SZA values (INTRPDTI1356). 

 Note:  Each element of the vector TempB is calculated in the same manner.  For the ith element, the value of TempB is calculated by creating a temporary one-dimensional array (TempA) which holds all values of DTI1356 (corresponding to DTSZA) for the ith value of DTROVCDN2VCD.  Interpolate on the vector TempA to obtain the value of TempA which corresponds to the input SZA value. 

 Note: Each element of the array TempA is calculated in the same manner.  For the jth element, the value of TempA is calculated as: 

 TempA[j] = DTI1356I[i,j] 

 TempB[i] = The interpolated value of the one-dimensional vector TempA which corresponds to the input SZA value. The value TempB[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempA [image: image126.jpg]



 For INTERPOLATE X DTSZA [image: image127.jpg]



 For INTERPOLATE U SZA [image: image128.jpg]



 INTRPDTI1356 = The interpolated value of the one-dimensional vector TempB which corresponds to the input ROVCDN2VCD value.  The value INTRPDTI1356 is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image129.jpg]



 For INTERPOLATE X DTROVCDN2VCD [image: image130.jpg]Use




 For INTERPOLATE U ROVCDN2VCD [image: image131.jpg]



3.2.4.3   Interpolate on DTVI1356 to obtain the value of DTVI1356 which corresponds to the input ROVCDN2VCD and SZA values (INTRPDTVI1356). 

 Note:  Each element of the vector TempB is calculated in the same manner.  For the ith element, the value of TempB is calculated by creating a temporary one-dimensional array (TempA) which holds all values of DTVI1356 (corresponding to DTSZA) for the ith value of DTROVCDN2VCD.  Interpolate on the vector TempA to obtain the value of TempA which corresponds to the input SZA value. 

 Note: Each element of the array TempA is calculated in the same manner.  For the jth element, the value of TempA is calculated as: 

 TempA[j] = DTVI1356I[i,j] 

 TempB[i] = The interpolated value of the one-dimensional vector TempA which corresponds to the input SZA value. The value TempB[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempA [image: image132.jpg]



 For INTERPOLATE X DTSZA [image: image133.jpg]



 For INTERPOLATE U SZA [image: image134.jpg]Use




 INTRPDTVI1356 = The interpolated value of the one-dimensional vector TempB which corresponds to the input ROVCDN2VCD value.  The value INTRPDTVI1356 is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image135.jpg]Use




 For INTERPOLATE X DTROVCDN2VCD [image: image136.jpg]



 For INTERPOLATE U ROVCDN2VCD [image: image137.jpg]



3.2.4.4   Interpolate on PDDTI1356 to obtain the value of PDDTI1356 which corresponds to the input ROVCDN2VCD and SZA values (INTRPPDDTI1356). 

 Note:  Each element of the vector TempB is calculated in the same manner.  For the ith element, the value of TempB is calculated by creating a temporary one-dimensional array (TempA) which holds all values of PDDTI1356 (corresponding to DTSZA) for the ith value of DTROVCDN2VCD.  Interpolate on the vector TempA to obtain the value of TempA which corresponds to the input SZA value. 

 Note: Each element of the array TempA is calculated in the same manner.  For the jth element, the value of TempA is calculated as: 

 TempA[j] = PDDTI1356I[i,j] 

 TempB[i] = The interpolated value of the one-dimensional vector TempA which corresponds to the input SZA value.  The value TempB[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempA [image: image138.jpg]



 For INTERPOLATE X DTSZA [image: image139.jpg]Use




 For INTERPOLATE U SZA [image: image140.jpg]



 INTRPPDDTI1356 = The interpolated value of the one-dimensional vector TempB which corresponds to the input ROVCDN2VCD value.  The value INTRPPDDTI1356 is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image141.jpg]



 For INTERPOLATE X DTROVCDN2VCD [image: image142.jpg]



 For INTERPOLATE U ROVCDN2VCD [image: image143.jpg]



3.2.4.5  Calculate the solar EUV flux below 450 A (QEUV). 

 QEUV =[image: image144.jpg](ﬂ)*DTQEUVREF
INTRPDTI1356



  

 Calculate the variance associated with the solar EUV flux (VQEUV). 
 Note: The variance of the derived QEUV value is obtained by applying the error propagation formula to the expression for QEUV above.  The sources of uncertainty in the derived QEUV value arise from uncertainty in the theoretical model used to generate the values in the QEUV Data Table (i.e. DTVI1356) and uncertainty in the input ROVCDN2VCD and I1356 values (i.e. PDDTI1356*VROVCDN2VCD and VI1356).  (Uncertainty in QEUV due to uncertainty in DTQEUVREF is assumed to be relatively insignificant).  VTempA below gives the total variance of the model 1356 intensity. 

 VTempA = INTRPPDDTI1356*VROVCDN2VCD + INTRPDTVI1356 

 VQEUV =[image: image145.jpg](V[1356 + VTempA
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3.2.4.6  End 

3.3  The EDPP Data Table Function (EDPPDTF). 

3.3.1  Required Input to the Derivation. 
 ROVCDN2VCD The ratio of O and N2 vertical column densities (dimensionless). 

 VROVCDN2VCD The variance associated with ROVCDN2VCD (dimensionless). 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1). 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2. 

 Ap The magnetic index (dimensionless). 

 MONTH The month of the year (dimensionless). 

 GMLT The geomagnetic local time (hours). 

 GMLAT The geomagnetic latitude (radians). 

 GMLON The geomagnetic longitude (radians). 

3.3.2  Calculated Output of the Derivation. 
 NmF2 The F2-Region peak density (cm-3).   

 VNmF2 The variance associated with NmF2 (cm-3)2.    

 hmF2 The height of the F2-Region peak density (km).   

 VhmF2 The variance associated with hmF2 (km)2.    

 TEC The F2-Region Total Electron Content (1016 e- m-2).  VTEC The variance associated with TEC (1016 e- m-2).  

3.3.3  Contents of the EDPP Data Table: 
 The contents of the EDPP Data Table described below were generated with an F2- Region Ionospheric Model [Anderson, 1973; Anderson, 1973; Anderson, 1981].  Plots of a sample of the data table contents are provided in Figures 3.3.1 through 3.3.9. 

 DTROVCDN2VCD The one-dimensional vector of ratios of O and N2 vertical column densities (dimensionless). 

 DTQEUV The one-dimensional vector of solar EUV fluxes below 450 A (erg cm-2 s-1). 

 DTGMLT The one-dimensional vector of geomagnetic local times (hours). 

 DTGMLAT The one-dimensional vector of geomagnetic latitudes (radians). 

 DTGMLON The one-dimensional vector of geomagnetic longitudes (radians). 

 DTNmF2 The seven-dimensional vector of F2-Region peak density values for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAp, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON  (cm-3).  (See Figures 3.3.1-3.3.6) 

 DTVNmF2 The seven-dimensional vector of variances associated with the F2-Region Peak Density values for the corresponding values of DTROVCDN2VCD, DTQEUV, DAp, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON which are not explicitly characterized by the input values (cm-3)2. The sources of uncertainties included in DTVNmF2 are uncertainties in the ExB drift and uncertainties in the meridional wind.  (See Figures 3.3.9) 

 DThmF2 The seven-dimensional vector of F2-Region peak density height values for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAp, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (km). (See Figures 3.3.1-3.3.6) 

 DTVhmF2 The seven-dimensional vector of variances associated with the F2-Region Peak Density Height values for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAp, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON which are not explicitly characterized by the input values (km)2.  The sources of uncertainties included in DTVhmF2 are uncertainties in the ExB drift and uncertainties in the meridional wind.  (See Figure 3.3.9) 

 DTTEC The seven-dimensional vector of F2-Region Total Electron Content values for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAp, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (1016 e- m-2). (See Figures 3.3.1-3.3.6) 
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Figure 3.3.1 Plots of DTNmF2 (top panel), DThmF2 (middle panel), and DTTEC (bottom panel) versus DTGMLAT for DTROVCDN2VCD values of 0.5, 0.8, and 1.2. 
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Figure 3.3.2 Plots of DTNmF2 (top panel), DThmF2 (middle panel), and DTTEC (bottom panel) versus DTGMLAT for DTQEUV values of 1.0 and 2.5 (erg cm-2 s-1). 
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Figure 3.3.3 Plots of DTNmF2 (top panel), DThmF2 (middle panel), and DTTEC (bottom panel) versus DTGMLAT for DTAp values of 0, 20, and 50. 
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Figure 3.3.4 Plots of DTNmF2 (top panel), DThmF2 (middle panel), and DTTEC (bottom panel) versus DTGMLAT for DTSEASON values of 1 (June), 3 (March or September), and 5 (December). 
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Figure 3.3.5 Plots of DTNmF2 (top panel), DThmF2 (middle panel), and DTTEC (bottom panel) versus DTGMLAT for DTGMLT values of 8, 12, and 16 hrs. 
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Figure 3.3.6 Plots of DTNmF2 (top panel), DThmF2 (middle panel), and DTTEC (bottom panel) versus DTGMLAT for DTGMLON values of 21.0, 111.0, and 290.0 degrees. 
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Figure 3.3.7 Plots of the square of PDDTNmF2DTROVCDN2VCD (top panel), PDDThmF2DTROVCDN2VCD (middle panel), and PDDTTECDTROVCDN2VCD (bottom panel) versus DTGMLAT for DTROVCDN2VCD values of 0.5, 0.8, and 1.2. 
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Figure 3.3.8 Plots of the square of PDDTNmF2DTQEUV (top panel), PDDThmF2DTQEUV (middle panel), and PDDTTECDTQEUV (bottom panel) versus DTGMLAT for DTQEUV values of 1.0 and 2.5 (erg cm-2 s-1). 

 The results are identical for both DTQEUV values due to numerical one-sided difference. 
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Figure 3.3.9 Plots of VNmF2 (top panel), VhmF2 (middle panel), and VTEC (bottom panel) versus DTGMLAT.  

 DTVTEC The seven-dimensional vector of variances associated with the F2-Region Total Electron Content values for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAP, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON which are not explicitly characterized by the input values (1016 e- m-2)2. The sources of uncertainties included in DTVNmF2 are uncertainties in the ExB drift and uncertainties in the meridional wind. (See Figures 3.3.9) 

 PDDTNmF2DTROVCDN2VCD The seven-dimensional vector of the square of the partial derivatives of F2-Region Peak Density values with respect to DTROVCDN2VCD for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAP, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (cm-3)2.  (See Figure 3.3.7) 

 PDDTNmF2DTQEUV The seven-dimensional vector of the square of the partial derivatives of F2-Region Peak Density values with respect to DTQEUV for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAP, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (cm-3)2.  (See Figure 3.3.8) 

 PDDThmF2DTROVCDN2VCD The seven-dimensional vector of the square of the partial derivatives of F2-Region Peak Density Height values with respect to DTROVCDN2VCD for the corresponding values of DTROVCDN2VCD, DTQEUV, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (km)2.  (See Figure 3.3.7) 

 PDDThmF2DTQEUV The seven-dimensional vector of the square of the partial derivatives of F2-Region Peak Density Height values with respect to DTQEUV for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAP, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (km)2.  (See Figure 3.3.8) 

 PDDTTECDTROVCDN2VCD The seven-dimensional vector of the square of the partial derivatives of F2-Region Total Electron Content values with respect to  DTROVCDN2VCD for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAP, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (1016 e- cm-2)2. (See Figure 3.3.7) 

 PDDTTECDTQEUV The seven-dimensional vector of the square of the partial derivatives of F2-Region Total Electron Content values with respect to DTQEUV for the corresponding values of DTROVCDN2VCD, DTQEUV, DTAP, DTSEASON, DTGMLT, DTGMLAT, and DTGMLON (1016 e- cm-2)2. (See Figure 3.3.8) 

3.3.4  The Derivation 
3.3.4.1  Begin 

3.3.4.2 Calculate the index corresponding to the element of the vector DTROVCDN2VCD which is closest to the input value ROVCDN2VCD (INDEXDTROVCDN2VCD). 

 INDEXDTROVCDN2VCD = The index corresponding to the element of the vector DTROVCDN2VCD which is closest to the input value ROVCDN2VCD.  The value INDEXDTROVCDN2VCD is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTROVCDN2VCD [image: image155.jpg]



 For SEARCH U ROVCDN2VCD [image: image156.jpg]



3.3.4.3  Calculate the index corresponding to the element of the vector DTQEUV which is closest to the input value QEUV (INDEXDTQEUV). 

 INDEXDTQEUV = The index corresponding to the element of the vector DTQEUV which is closest to the input value QEUV.  The value INDEXDTQEUV is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTQEUV [image: image157.jpg]



 For SEARCH U QEUV [image: image158.jpg]Use




3.3.4.4 Calculate the index corresponding to the element of the vector DTSEASON which is closest to the input value MONTH (INDEXDTSEASON). 

 Note: The identifier DTSEASON represents five “seasons” of the year when the declination of the Sun is approximately +23o, +11.5o, 0o, -11.5o, and -23o.  The five seasons can be categorized as: summer solstice, the two months before and after summer solstice, spring and fall equinox, the two months before and after winter solstice, and winter solstice respectively. 
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3.3.4.5 Calculate the index corresponding to the element of the vector DTGMLT which is closest to the input value GMLT (INDEXDTGMLT). 

 INDEXDTGMLT = The index corresponding to the element of the vector DTGMLT which is closest to the input value GMLT.  The value INDEXDTGMLT is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTGMLT [image: image160.jpg]



 For SEARCH U GMLT [image: image161.jpg]



3.3.4.6  Calculate the index corresponding to the element of the vector DTGMLAT which is closest to the input value GMLAT (INDEXDTGMLAT). 

 INDEXDTGMLAT = The index corresponding to the element of the vector DTGMLAT which is closest to the input value GMLAT.  The value INDEXDTGMLAT is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTGMLAT [image: image162.jpg]Use




 For SEARCH U GMLAT [image: image163.jpg]



3.3.4.7  Calculate the index corresponding to the element of the vector DTGMLON which is closest to the input value GMLON (INDEXDTGMLON). 

 INDEXDTGMLON =  The index corresponding to the element of the vector DTGMLON which is closest to the input value GMLON.  The value INDEXDTGMLON is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTGMLON [image: image164.jpg]



 For SEARCH U GMLON [image: image165.jpg]Use




3.3.4.8  Calculate the F2-region peak density (NmF2). 

 NmF2 = DTNmF2 [INDEXDTROVCDN2VCD,  

    INDEXDTQEUV,         

    INDEXDTAP, 

    INDEXDTSEASON,  

    INDEXDTGMLT,  

    INDEXDTGMLAT, 

    INDEXDTGMLON] 

 Calculate the variance associated with the F2-region peak density (VNmF2). 
 Note: The sources of uncertainty in the derived NmF2 value arise from uncertainty in the theoretical model used to generate the values in the EDPP Data Table (i.e. DTVNmF2) and from uncertainties in the input ROVCDN2VCD and QEUV values (i.e. PDDTNmF2DTROVCDN2VCD*VROVCDN2VCD+ PDDTNmF2DTQEUV*VQEUV). 

 TempA = PDDTNmF2DTROVCDN2VCD [INDEXDTROVCDN2VCD,     INDEXDTQEUV,     

   INDEXDTAP, 

    INDEXDTSEASON,  

      INDEXDTGMLT,         INDEXDTGMLAT,     

   INDEXDTGMLON] *      VROVCDN2VCD 

 TempB = PDDTNmF2DTQEUV [INDEXDTROVCDN2VCD,       INDEXDTQEUV,  

   INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT,        INDEXDGMLON] *VQEUV 

 TempC = DTVNmF2 [INDEXDTROVCDN2VCD,        INDEXDTQEUV,  

   INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT,         INDEXDGMLON]  

 VNmF2 = TempA + TempB + TempC 

3.3.4.9 Calculate the height of the F2-region peak density (hmF2). 

 hmF2 = DThmF2 [INDEXDTROVCDN2VCD,  

   INDEXDTQEUV,           INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT, 

   INDEXDTGMLON] 

 Calculate the variance associated with the height of the F2-region peak density (VhmF2). 
 Note:  The sources of uncertainty in the derived hmF2 value arise from uncertainty in the theoretical model used to generate the values in the EDPP Data Table (i.e. DTVhmF2) and from uncertainties in the input ROVCDN2VCD and QEUV values (i.e. PDDThmF2DTROVCDN2VCD*VROVCDN2VCD+ PDDThmF2DTQEUV*VQEUV). 

 TempA = PDDThmF2DTROVCDN2VCD [INDEXDTROVCDN2VCD,     INDEXDTQEUV,     

    INDEXDTAP, 

     INDEXDTSEASON,  

    INDEXDTGMLT,       INDEXDTGMLAT,        INDEXDTGMLON] *       VROVCDN2VCD 

 TempB = PDDThmF2DTQEUV [INDEXDTROVCDN2VCD,       INDEXDTQEUV,  

   INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT,        INDEXDGMLON] * VQEUV 

 TempC = DTVhmF2 [INDEXDTROVCDN2VCD,      

   INDEXDTQEUV,  

   INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT,         INDEXDGMLON]  

 VhmF2 = TempA + TempB + TempC 

3.3.4.10 Calculate the F2-region total electron content (TEC). 

 TEC = DTTEC [INDEXDTROVCDN2VCD,  

   INDEXDTQEUV,           INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT, 

   INDEXDTGMLON] 

 Calculate the variance associated with the height of the F2-region total electron content (TEC). 
 Note:  The sources of uncertainty in the derived TEC value arise from uncertainty in the theoretical model used to generate the values in the EDPP Data Table (i.e. DTVTEC) and from uncertainties in the input ROVCDN2VCD and QEUV values (i.e. PDDTTECDTROVCDN2VCD*VROVCDN2VCD+ PDDTTECDTQEUV * VQEUV). 

 TempA = PDDTTECDTROVCDN2VCD [INDEXDTROVCDN2VCD,      INDEXDTQEUV,     

    INDEXDTAP, 

     INDEXDTSEASON,  

    INDEXDTGMLT,       INDEXDTGMLAT,        INDEXDTGMLON] *      VROVCDN2VCD 

 TempB = PDDTTECDTQEUV [INDEXDTROVCDN2VCD,       INDEXDTQEUV,  

   INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT,        INDEXDGMLON] * VQEUV 

 TempC = DTVTEC [INDEXDTROVCDN2VCD,      

   INDEXDTQEUV,  

   INDEXDTAP, 

   INDEXDTSEASON,  

   INDEXDTGMLT,  

   INDEXDTGMLAT,         INDEXDGMLON]  

 VTEC = TempA + TempB + TempC 

3.3.4.11 End 

3.4  The Discrete Inverse Theory Data Table Function (DITDTF). 

3.4.1  Required Input to the Derivation. 
 Texo The exospheric temperature (K). 

 VTexo The variance associated with Texo (K)2. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1). 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2. 

 SZA The solar zenith angle (radians). 

 SCLN2 The N2 density scale factor (dimensionless). 

 VSCLN2 The variance associated with SCLN2 (dimensionless). 

 SCLO2 The O2 density scale factor (dimensionless). 

 VSCLO2 The variance associated with SCLO2 (dimensionless). 

 SCLO The O density scale factor (dimensionless). 

 VSCLO The variance associated with SCLO (dimensionless). 

 ALTGRID The tangent altitude grid for the output data-items (km). 

 VALTGRID The variance associated with ALTGRID (km)2. 

3.4.2  Calculated Output of the Derivation. 
 I1356P The vector of 1356 A intensities (Rayleighs). 

 VI1356P The variance associated with I1356P (Rayleighs)2. 

 ILBH1P The vector of LBH1 (1400-1500 A) intensities (Rayleighs). 

 VILBH1P The variance associated with ILBH1P (Rayleighs)2. 

 ILBH2P The vector of LBH2 (1650-1800 A) intensities (Rayleighs). 

 VILBH2P The variance associated with ILBH2P (Rayleighs)2. 

 N2DP The vector of N2 volume densities (cm-3). 

 VN2DP The variance associated with N2DP (cm-3)2. 

 O2DP The vector of O2 volume densities (cm-3). 

 VO2DP The variance associated with O2DP (cm-3)2. 

 ODP The vector of O volume densities (cm-3). 

 VODP The variance associated with ODP (cm-3)2. 

3.4.3  Contents of the Discrete Inverse Theory Data Table: 
 The contents of the Discrete Inverse Theory Data Table described below were generated with the optical backgrounds models developed by CPI [Strickland and Meier, 1982; Strickland and Anderson, 1983].  Plots of a sample of the data table contents are provided in Figures 3.4.1 through 3.4.3. 

 DTQEUVREF The value of the reference solar EUV flux below 450 A (erg cm-2 s-1). 

 DTUNCIP The percent uncertainty of DTI1356P, DTILBH1P, and DTILBH2P due to uncertainty in the models used to generate the Discrete Inverse Theory Data Table.  The uncertainty DTUNCIP accounts for uncertainty in I1356P, ILBH1P, and ILBH2P due to a 20% uncertainty in the OI 1356 and N2 LBH cross sections. [Meier, 1991; Meier, 1993]. 

 DTTexo The one-dimensional vector of exospheric temperatures (K). 

 DTSZA The one-dimensional vector of solar zenith angles (radians). 

 DTSCLN2 The one-dimensional vector of density profile scale factors.  The vector DTSCLN2 represents the scale factors for N2 density profiles (dimensionless). 

 DTSCLO2 The one-dimensional vector of density profile scale factors.  The vector DTSCLO2 represents the scale factors for O2 density profiles (dimensionless). 

 DTSCLO The one-dimensional vector of density profile scale factors.  The vector DTSCLO represents the scale factors for O density profiles (dimensionless). 
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Figure 3.4.1 Top Panel: Plots of DTN2DP versus DTALTGRID for exospheric temperature (DTTexo) values 800 K, 1000 K, 1200 K, 1400 K, and 1600 K.  Middle Panel: Plots of DTO2DP versus DTALTGRID for DTTexo values 800 K, 1000 K, 1200 K, 1400 K, and 1600 K.  Bottom Panel: Plots of DTODP versus DTALTGRID for DTTexo values 800 K, 1000 K, 1200 K, 1400 K, and 1600 K. 
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Figure 3.4.2 Top Panel: Plots of PDDTN2DPDTTexo versus DTTexo for DTALTGRID values 500 km, 400 km, 300 km, and 150 km.  Middle Panel: Plots of PDDTO2DPDTTexo versus DTTexo for DTALTGRID values 500 km, 400 km, 300 km, and 150 km.  Bottom Panel: Plots of PDDTODPDTTexo versus DTTexo for DTALTGRID values 500 km, 400 km, 300 km, and 150 km. 
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Figure 3.4.3 Top Panel: Plots of DTI1356P versus DTALTGRID for DTTexo values 800 K, 1000 K, 1200 K, 1400 K, and 1600 K.  Middle Panel: Plots of DTILBH1P versus DTALTGRID for DTSZA values 0o, 40o, 60o, and 80o.  Bottom Panel: Plots DTILBH2P versus DTALTGRID for N2 density scale factor (DTSCLDEN) values 0.5, 1.0, and 1.5 

 DTALTGRID The one-dimensional vector of tangent altitudes (km). 

 DTN2DP The two-dimensional vector of N2 density values for the corresponding values of DTTexo and DTALTGRID (cm-3). (See Figure 3.4.1). 

 DTO2DP The two-dimensional vector of O2 density values for the corresponding values of DTTexo and DTALTGRID (cm-3). (See Figure 3.4.1). 

 DTODP The two-dimensional vector of O density values for the corresponding values of DTTexo and DTALTGRID (cm-3). (See Figure 3.4.1). 

 PDDTN2DPDTTexo The two-dimensional vector of the square of the partial derivatives of DTN2DP with respect to DTTexo for the corresponding values of DTTexo and DTALTGRID (cm-3 K-1)2.  (See Figure 3.4.2). 

 PDDTO2DPDTTexo The two-dimensional vector of the square of the partial derivatives of DTO2DP with respect to DTTexo for the corresponding values of DTTexo and DTALTGRID (cm-3 K-1)2.  (See Figure 3.4.2). 

 PDDTODPDTTexo The two-dimensional vector of the square of the partial derivatives of DTODP with respect to DTTexo for the corresponding values of DTTexo and DTALTGRID (cm-3 K-1)2.  (See Figure 3.4.2). 

 DTI1356P The six-dimensional vector of 1356 A column emission rate values for the corresponding values of DTTexo, DTSZA, DTSCLN2, DTSCLO2, DTSCLO, and DTALTGRID (Rayleighs).  (See Figure 3.4.3). 

 DTILBH1P The six-dimensional vector of LBH1 (1400-1500 A) column emission rate values for the corresponding values of DTTexo, DTSZA, DTSCLN2, DTSCLO2, DTSCLO, and DTALTGRID (Rayleighs). (See Figure 3.4.3). 

 DTILBH2P The six-dimensional vector of LBH2 (1650-1800 A) column emission rate values for the corresponding values of DTTexo, DTSZA, DTSCLN2, DTSCLO2, DTSCLO, and DTALTGRID (Rayleighs).  (See Figure 3.4.3). 

3.4.4  The Derivation 
3.4.4.1  Begin 

3.4.4.2  Calculate the index corresponding to the element of the vector DTTexo which is closest to the input value Texo (INDEXDTTexo). 

 INDEXDTTexo = The index corresponding to the element of the vector DTTexo which is closest to the input value Texo.  The value INDEXDTTexo is calculated by the Search Function (SEARCH) The following values should be used as inputs to the Search Function: 

 For SEARCH X DTTexo [image: image169.jpg]



 For SEARCH U Texo [image: image170.jpg]



3.4.4.3 Calculate the index corresponding to the element of the vector DTSCLN2 which is closest to the input value SCLN2 (INDEXDTSCLN2). 

 INDEXDTSCLN2 = The index corresponding to the element of the vector DTSCLN2 which is closest to the input value SCLN2. The value INDEXDTSCLN2 is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTSCLN2 [image: image171.jpg]



 For SEARCH U SCLN2 [image: image172.jpg]Use S(




3.4.4.4 Calculate the index corresponding to the element of the vector DTSCLO2 which is closest to the input value SCLO2 (INDEXDTSCLO2). 

 INDEXDTSCLO2 = The index corresponding to the element of the vector DTSCLO2 which is closest to the input value SCLO2. The value INDEXDTSCLO2 is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTSCLO2 [image: image173.jpg]Use




 For SEARCH U SCLO2 [image: image174.jpg]



3.4.4.5 Calculate the index corresponding to the element of the vector DTSCLO which is closest to the input value SCLO (INDEXDTSCLO). 

 INDEXDTSCLO = The index corresponding to the element of the vector DTSCLO which is closest to the input value SCLO.  The value INDEXDTSCLO is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH X DTSCLO [image: image175.jpg]



 For SEARCH U SCLO [image: image176.jpg]Use S(




3.4.4.6 Calculate the model 1356 A intensity profile (I1356P). 

 TempA = [image: image177.jpg]( QEUV ]
DTQEUVREF



  

 Repeat the following calculations for each index i (corresponding to the ith element of DTALTGRID) of the one-dimensional vector TempC. 

 Note: Each element of the one-dimensional vector TempB is calculated in the same manner.  For the jth element (corresponding to the jth element of DTSZA), the value of TempB is calculated as: 

 TempB [j] = TempA* DTI1356P [INDEXDTTexo, 

 j, 

 INDEXDTSCLN2, 

 INDEXDTSCLO2, 

 INDEXDTSCLO, 

 i] 

 Note: Each element of the one-dimensional vector TempC is calculated in the same manner.  For the ith element (corresponding to the ith element of DTALTGRID), the value of TempC is calculated as: 

 TempC [i] = The interpolated value of TempB corresponding to the input value SZA for the ith element of DTALTGRID.  The value TempC[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image178.jpg]



 For INTERPOLATE X DTSZA [image: image179.jpg]Use




 For INTERPOLATE U SZA [image: image180.jpg]



 End repeat calculations (index i) 

 Note: Each element of the one-dimensional vector I1356P is calculated in the same manner.  For the ith element (corresponding to the ith element of ALTGRID), the value of I1356P is calculated as: 

 I1356P [i] = The interpolated value of TempC for the ith element of the input vector ALTGRID.  The value I1356P[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempC [image: image181.jpg]



 For INTERPOLATE X DTALTGRID [image: image182.jpg]Use




 For INTERPOLATE U ALTGRID [i] [image: image183.jpg]Use




 Calculate the variance associated with the model 1356 A intensity profile (VI1356P) 
 Note:  The sources of uncertainty in the derived I1356P values arise from uncertainty in the theoretical model used to generate the values in the Discrete Inverse Theory Data Table (i.e. DTUNCIP*I1356P) and from uncertainties in the input QEUV and ALTGRID values (i.e. VQEUV and VALTGRID multiplied by the square of the appropriate partial derivatives). 

 Repeat the following calculations for each index i (corresponding to the ith element of DTALTGRID) of the one-dimensional vector VI1356P. 

 Note: Each element of the one-dimensional vector VI1356P is calculated in the same manner.  For the ith element (corresponding to the ith element of ALTGRID), the value of VI1356P is calculated as: 

 TempD = The partial derivative of I1356P with respect to ALTGRID at the altitude point ALTGRID[i].  The value TempD is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

 For DERIVATIVE Y I1356P [image: image184.jpg]



 For DERIVATIVE X ALTGRID [image: image185.jpg]



 For DERIVATIVE INDEX i [image: image186.jpg]



 TempE = [image: image187.jpg](11356P i’
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 TempF = (DTUNCIP*I1356P[i])2  

 TempG = TempD2*VALTGRID[i] 

 VI1356P [i] = TempE + TempF + TempG 
 End repeat calculations (index i) 

3.4.4.7 Calculate the model LBH1 (1400-1500 A) intensity profiles  (ILBH1P). 

 TempA = [image: image188.jpg]( QEUV ]
DTOEUVREF



  

 Repeat the following calculations for each index i (corresponding to the ith element of DTALTGRID) of the one-dimensional vector TempC. 

 Note: Each element of the one-dimensional vector TempB is calculated in the same manner.  For the jth element (corresponding to the jth element of DTSZA), the value of TempB is calculated as: 

 TempB [j] = TempA* DTILBH1P [INDEXDTTexo, 

 j, 

 INDEXDTSCLN2, 

 INDEXDTSCLO2, 

 INDEXDTSCLO, 

 i] 

 Note: Each element of the one-dimensional vector TempC is calculated in the same manner.  For the ith element (corresponding to the ith element of DTALTGRID), the value of TempC is calculated as: 

 TempC [i] = The interpolated value of TempB corresponding to the input value SZA for the ith element of DTALTGRID.  The value TempC[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image189.jpg]



 For INTERPOLATE X DTSZA [image: image190.jpg]



 For INTERPOLATE U SZA [image: image191.jpg]



 End repeat calculations (index i) 

 Note: Each element of the one-dimensional vector ILBH1P is calculated in the same manner.  For the ith element (corresponding to the ith element of ALTGRID), the value of ILBH1P is calculated as: 

 ILBH1P [i] = The interpolated value of TempC for the ith element of the input vector ALTGRID.  The value ILBH1P[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempC [image: image192.jpg]



 For INTERPOLATE X DTALTGRID [image: image193.jpg]Use




 For INTERPOLATE U ALTGRID [i] [image: image194.jpg]Use




 Calculate the variance associated with the model LBH1 (1400 - 1500 A) intensity profile (VILBH1P) 
 Note:  The sources of uncertainty in the derived ILBH1P values arise from uncertainty in the theoretical model used to generate the values in the Discrete Inverse Theory Data Table (i.e. DTUNCIP*ILBH1P) and from uncertainties in the input QEUV and ALTGRID values (i.e. VQEUV and VALTGRID multiplied by the square of the appropriate partial derivatives). 

 Repeat the following calculations for each index i (corresponding to the ith element of DTALTGRID) of the one-dimensional vector VILBH1P. 

 Note: Each element of the one-dimensional vector VILBH1P is calculated in the same manner.  For the ith element (corresponding to the ith element of ALTGRID), the value of VILBH1P is calculated as: 

 TempD = The partial derivative of ILBH1P with respect to ALTGRID at the altitude point ALTGRID[i].  The value TempD is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

 For DERIVATIVE Y ILBH1P [image: image195.jpg]—= ]I




 For DERIVATIVE X ALTGRID [image: image196.jpg]



 For DERIVATIVE INDEX i [image: image197.jpg]



 TempE = [image: image198.jpg](ILBHIP iy’
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 TempF = (DTUNCIP*ILBH1P[i])2  

 TempG = TempD2*VALTGRID[i] 

 VILBH1P [i] = TempE + TempF + TempG 
 End repeat calculations (index i) 

3.4.4.8 Calculate the model LBH2 (1650-1800 A) intensity profiles  (ILBH2P). 

 TempA = [image: image199.jpg]( QEUV ]
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 Repeat the following calculations for each index i (corresponding to the ith element of DTALTGRID) of the one-dimensional vector TempC. 

 Note: Each element of the one-dimensional vector TempB is calculated in the same manner.  For the jth element (corresponding to the jth element of DTSZA), the value of TempB is calculated as: 

 TempB [j] = TempA* DTILBH2P [INDEXDTTexo, 

 j, 

 INDEXDTSCLN2, 

 INDEXDTSCLO2, 

 INDEXDTSCLO, 

 i] 

 Note: Each element of the one-dimensional vector TempC is calculated in the same manner.  For the ith element (corresponding to the ith element of DTALTGRID), the value of TempC is calculated as: 

 TempC [i] = The interpolated value of TempB corresponding to the input value SZA for the ith element of DTALTGRID.  The value TempC[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempB [image: image200.jpg]



 For INTERPOLATE X DTSZA [image: image201.jpg]



 For INTERPOLATE U SZA [image: image202.jpg]



 End repeat calculations (index i) 

 Note: Each element of the one-dimensional vector ILBH2P is calculated in the same manner.  For the ith element (corresponding to the ith element of ALTGRID), the value of ILBH2P is calculated as: 

 ILBH2P [i] = The interpolated value of TempC for the ith element of the input vector ALTGRID.  The value ILBH2P[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate Function: 

 For INTERPOLATE Y TempC [image: image203.jpg]



 For INTERPOLATE X DTALTGRID [image: image204.jpg]Use




 For INTERPOLATE U ALTGRID [i] [image: image205.jpg]Use




 Calculate the variance associated with the model LBH2 (1650 - 1800 A) intensity profile (VILBH2P) 
 Note:  The sources of uncertainty in the derived ILBH2P values arise from uncertainty in the theoretical model used to generate the values in the Discrete Inverse Theory Data Table (i.e. DTUNCIP*ILBH2P) and from uncertainties in the input QEUV and ALTGRID values (i.e. VQEUV and VALTGRID multiplied by the square of the appropriate partial derivatives). 

 Repeat the following calculations for each index i (corresponding to the ith element of DTALTGRID) of the one-dimensional vector VILBH2P. 

 Note: Each element of the one-dimensional vector VILBH2P is calculated in the same manner.  For the ith element (corresponding to the ith element of ALTGRID), the value of VILBH2P is calculated as: 

 TempD = The partial derivative of ILBH2P with respect to ALTGRID at the altitude point ALTGRID[i].  The value TempD is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

 For DERIVATIVE Y ILBH2P [image: image206.jpg]—= ]I




 For DERIVATIVE X ALTGRID [image: image207.jpg]



 For DERIVATIVE INDEX i [image: image208.jpg]



 TempE = [image: image209.jpg](ILBHZP [y
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 TempF = (DTUNCIP*ILBH2P[i])2  

 TempG = TempD2*VALTGRID[i] 

 VILBH2P [i] = TempE + TempF + TempG 
 End repeat calculations (index i) 

3.4.4.9 Calculate the model data intensity profile (MDIP). 

 Note: Each element of the one-dimensional vector MDIP is calculated in the same manner.  For the ith element, the value of MDIP is calculated as: 

 MDIP[i] = [image: image210.jpg]11356P[i] when i=1,N

ILBHIP[i - N] when i=N+1,2%«N

ILBH2P[i — 2%N] when i=2%N+13%N



  

  where 

 N =  The number of elements in each of the vectors I1356P, ILBH1P, and ILBH2P 

 Calculate the variance associated with the model data intensity profile (VMDIP) 
 Note: Each element of the one-dimensional vector VMDIP is calculated in the same manner.  For the ith element, the value of VMDIP is calculated as: 

 VMDIP[i] = [image: image211.jpg]VI1356P[i] when i=1,N

VILBH1P[i—N] when i=N+12%N

VILBH2P[i —2%N] when i=2%N+13%N



  

  where 

 N =  The number of elements in each of the vectors VI1356P, VILBH1P, and VILBH2P 

3.4.4.10 Calculate the model N2 density profile (N2DP). 

 Repeat the following calculations for each index i (referring to the ith index of DTALTGRID) of the one-dimensional vector TempA. 

 Note: Each element of the vector TempB is calculated in the same manner.  For the ith DTALTGRID point and the jth DTTexo point, the value of TempB is calculated as: 

 TempB[j] = ln (SCLN2*DTN2DP [j,i]) 

  where 

 ln = The natural logarithm function. 

 TempA[i] = The interpolated value of TempB at the input exospheric temperature Texo and altitude point DTALTGRID [i].  The value TempA[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempB [image: image212.jpg]Use




 For INTERPOLATE X DTTexo [image: image213.jpg]



 For INTERPOLATE U Texo [image: image214.jpg]Use




 End repeat calculations (index i) 

 Note: Each element of the vector N2DP is calculated in the same manner.  For the ith element, the value of N2DP is calculated as: 

 N2DP[i] = The interpolated value of TempA at the input exospheric temperature Texo and altitude point ALTGRID [i].  The value N2DP[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempA [image: image215.jpg]



 For INTERPOLATE X DTALTGRID [image: image216.jpg]Use




 For INTERPOLATE U ALTGRID [i] [image: image217.jpg]



 N2DP[i] =  exp (N2DP[i]) 

  where 

 exp = The exponential function. 

 Calculate the variance associated with the model N2  density profile (VN2DP) 
 Note:  The sources of uncertainty in the derived N2DP value arise from uncertainties in the input SCLN2, Texo, and ALTGRID values (i.e. VSCLN2, Vtexo, and VALTGRID multiplied by the square of the appropriate partial derivatives). 

 Repeat the following calculations for each index i (referring to the ith index of DTALTGRID) of the one-dimensional vector TempE. 

 Note: Each element of the vector TempD is calculated in the same manner.  For the ith DTALTGRID point and the jth DTTexo point, the value of TempD is calculated as: 

 TempD[j] = ln (SCLN22 *PDDTN2DPDTTexo [j,i]) 

  where 

 ln = The natural logarithm function. 

 TempE[i] = The interpolated value of TempD at the input exospheric temperature Texo and altitude point DTALTGRID [i].  The value TempE[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempD [image: image218.jpg]



 For INTERPOLATE X DTTexo [image: image219.jpg]Use




 For INTERPOLATE U Texo [image: image220.jpg]



 End repeat calculations (index i) 

 Note: Each element of the vector TempF is calculated in the same manner.  For the ith element, the value of TempF is calculated as: 

 TempF[i] = The interpolated value of TempE at the input exospheric temperature Texo and altitude point ALTGRID [i].  The value TempE[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempE [image: image221.jpg]



 For INTERPOLATE X DTALTGRID [image: image222.jpg]



 For INTERPOLATE U ALTGRID [i] [image: image223.jpg]



 TempF[i] = exp (TempF[i]) 

  where 

 exp = The exponential function. 

 Note: Each element of the vector TempG is calculated in the same manner.  For the ith element, the value of TempG is calculated as: 

 TempG [i] =  The partial derivative of N2DP with respect to ALTGRID at the altitude point ALTGRID[i].  The value TempG [i] is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

 For DERIVATIVE Y N2DP [image: image224.jpg]



 For DERIVATIVE X ALTGRID [image: image225.jpg]



 For DERIVATIVE INDEX i [image: image226.jpg]



 Note: Each element of the vector VN2DP is calculated in the same manner.  For the ith element, the value of VN2DP is calculated as: 

 VN2DP [i] = [image: image227.jpg]i
(%} “VSCIN
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  + TempF[i]*VTexo +  

 TempG[i]2*VALTGRID[i]   

3.4.4.11 Calculate the model O2 density profile (O2DP). 

 Repeat the following calculations for each index i (referring to the ith index of DTALTGRID) of the one-dimensional vector TempA. 

 Note: Each element of the vector TempB is calculated in the same manner.  For the ith DTALTGRID point and the jth DTTexo point, the value of TempB is calculated as: 

 TempB[j] = ln (SCLO2*DTO2DP [j,i]) 

  where 

 ln = The natural logarithm function. 

 TempA[i] = The interpolated value of TempB at the input exospheric temperature Texo and altitude point DTALTGRID [i].  The value TempA[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempB [image: image228.jpg]



 For INTERPOLATE X DTTexo [image: image229.jpg]



 For INTERPOLATE U Texo [image: image230.jpg]Use




 End repeat calculations (index i) 

 Note: Each element of the vector O2DP is calculated in the same manner.  For the ith element, the value of O2DP is calculated as: 

 O2DP[i] = The interpolated value of TempA at the input exospheric temperature Texo and altitude point ALTGRID [i].  The value O2DP[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempA [image: image231.jpg]



 For INTERPOLATE X DTALTGRID [image: image232.jpg]Use




 For INTERPOLATE U ALTGRID [i] [image: image233.jpg]



 O2DP[i] = exp (O2DP[i]) 

  where 

 exp = The exponential function. 

 Calculate the variance associated with the model O2  density profile (VO2DP) 
 Note:  The sources of uncertainty in the derived O2DP value arise from uncertainties in the input SCLO2, Texo, and ALTGRID values (i.e. VSCLO2, Vtexo, and VALTGRID multiplied by the square of the appropriate partial derivatives). 

 Repeat the following calculations for each index i (referring to the ith index of DTALTGRID) of the one-dimensional vector TempE. 

 Note: Each element of the vector TempD is calculated in the same manner.  For the ith DTALTGRID point and the jth DTTexo point, the value of TempD is calculated as: 

 TempD[j] = ln (SCLO22 *PDDTO2DPDTTexo [j,i]) 

  where 

 ln = The natural logarithm function. 

 TempE[i] = The interpolated value of TempD at the input exospheric temperature Texo and altitude point DTALTGRID [i].  The value TempE[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempD [image: image234.jpg]



 For INTERPOLATE X DTTexo [image: image235.jpg]



 For INTERPOLATE U Texo [image: image236.jpg]



 End repeat calculations (index i) 

 Note: Each element of the vector TempF is calculated in the same manner.  For the ith element, the value of TempF is calculated as: 

 TempF[i] = The interpolated value of TempE at the input exospheric temperature Texo and altitude point ALTGRID [i].  The value TempE[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempA [image: image237.jpg]



 For INTERPOLATE X DTALTGRID [image: image238.jpg]Use




 For INTERPOLATE U ALTGRID [i] [image: image239.jpg]Use




 TempF[i] = exp (TempF[i]) 

  where 

 exp = The exponential function. 

 Note: Each element of the vector TempG is calculated in the same manner.  For the ith element, the value of TempG is calculated as: 

 TempG [i] =  The partial derivative of O2DP with respect to ALTGRID at the altitude point ALTGRID[i].  The value TempG [i] is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

 For DERIVATIVE Y O2DP [image: image240.jpg]



 For DERIVATIVE X ALTGRID [image: image241.jpg]



 For DERIVATIVE INDEX i [image: image242.jpg]



 Note: Each element of the vector VO2DP is calculated in the same manner.  For the ith element, the value of VO2DP is calculated as: 

 VO2DP [i] = [image: image243.jpg]( O2DPYi]

2
j */SCLO2
SCLO2



  + TempF[i]*VTexo +  

 TempG[i]2*VALTGRID[i]   

3.4.4.12 Calculate the model O density profile (ODP). 

 Repeat the following calculations for each index i (referring to the ith index of DTALTGRID) of the one-dimensional vector TempA. 

 Note: Each element of the vector TempB is calculated in the same manner.  For the ith DTALTGRID point and the jth DTTexo point, the value of TempB is calculated as: 

 TempB[j] = ln (SCLO*DTN2DP [j,i]) 

  where 

 ln = The natural logarithm function. 

 TempA[i] = The interpolated value of TempB at the input exospheric temperature Texo and altitude point DTALTGRID [i].  The value TempA[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempB [image: image244.jpg]



 For INTERPOLATE X DTTexo [image: image245.jpg]Use




 For INTERPOLATE U Texo [image: image246.jpg]



 End repeat calculations (index i) 

 Note: Each element of the vector ODP is calculated in the same manner.  For the ith element, the value of ODP is calculated as: 

 ODP[i] = The interpolated value of TempA at the input exospheric temperature Texo and altitude point ALTGRID [i].  The value ODP[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempA [image: image247.jpg]



 For INTERPOLATE X DTALTGRID [image: image248.jpg]



 For INTERPOLATE U ALTGRID [i] [image: image249.jpg]



 ODP[i] = exp (ODP[i]) 

  where 

 exp = The exponential function. 

 Calculate the variance associated with the model O  density profile (VODP) 
 Note:  The sources of uncertainty in the derived ODP value arise from uncertainties in the input SCLO, Texo, and ALTGRID values (i.e. VSCLO, Vtexo, and VALTGRID multiplied by the square of the appropriate partial derivatives). 

 Repeat the following calculations for each index i (referring to the ith index of DTALTGRID) of the one-dimensional vector TempE. 

 Note: Each element of the vector TempD is calculated in the same manner.  For the ith DTALTGRID point and the jth DTTexo point, the value of TempD is calculated as: 

 TempD[j] = ln (SCLO2 *PDDTODPDTTexo [j,i]) 

  where 

 ln = The natural logarithm function. 

 TempE[i] = The interpolated value of TempD at the input exospheric temperature Texo and altitude point DTALTGRID [i].  The value TempE[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempD [image: image250.jpg]



 For INTERPOLATE X DTTexo [image: image251.jpg]Use




 For INTERPOLATE U Texo [image: image252.jpg]



 End repeat calculations (index i) 

 Note: Each element of the vector TempF is calculated in the same manner.  For the ith element, the value of TempF is calculated as: 

 TempF[i] = The interpolated value of TempE at the input exospheric temperature Texo and altitude point ALTGRID [i].  The value TempE[i] is calculated by the Interpolate Function (INTERPOLATE).  The following values should be used as input to the Interpolate function: 

 For INTERPOLATE Y TempE [image: image253.jpg]



 For INTERPOLATE X DTALTGRID [image: image254.jpg]



 For INTERPOLATE U ALTGRID [i] [image: image255.jpg]



 TempF[i] = exp (TempF[i]) 

  where 

 exp = The exponential function. 

 Note: Each element of the vector TempG is calculated in the same manner.  For the ith element, the value of TempG is calculated as: 

 TempG [i] =  The partial derivative of ODP with respect to ALTGRID at the altitude point ALTGRID[i].  The value TempG [i] is calculated by the Derivative Function (DERIVATIVE).  The following values should be used as input to the Derivative Function: 

 For DERIVATIVE Y ODP [image: image256.jpg]



 For DERIVATIVE X ALTGRID [image: image257.jpg]



 For DERIVATIVE INDEX i [image: image258.jpg]



Note: Each element of the vector VODP is calculated in the same manner.  For the ith element, the value of VODP is calculated as: 

 VODP [i] = [image: image259.jpg]TN 2
(%) *VSCLC
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  + TempF[i]*VTexo +  

 TempG[i]2*VALTGRID[i]   

3.4.4.13  End 

3.5  The Discrete Inverse Theory Function (DITF). 

3.5.1  Required Input to the Derivation. 
 Texo The exospheric temperature (K). 

 VTexo The variance associated with Texo (K)2. 

 QEUV The solar EUV flux below 450 A (erg cm-2 s-1). 

 VQEUV The variance associated with QEUV (erg cm-2 s-1)2. 

 SZA   The solar zenith angle (radians). 

 I1356P The limb radiance profile of 1356 (R). 

 VI1356P The variance associated with I1356P (R)2. 

 ILBH1P The limb radiance profile of LBH1 (1400 - 1500 A) (R). 

 VILBH1P The variance associated with ILBH1P (R)2. 

 ILBH2P The limb radiance profile of LBH2 (1650 - 1800 A) (R). 

 VILBH2P The variance associated with ILBH2P (R)2. 

 ALTGRID The altitude grid for I1356P, ILBH1P, and ILBH2P (km). 

 VALTGRID The variance associated with ALTGRID (km)2. 

3.5.2  Calculated Output of the Derivation. 
 N2DP The N2 Density Profile (cm-3). 

 VN2DP The variance associated with N2DP (cm-3)2. 

 O2DP The O2 Density Profile (cm-3). 

 VO2DP The variance associated with O2DP (cm-3)2. 

 ODP The O Density Profile (cm-3). 

 VODP The variance associated with ODP (cm-3)2. 

3.5.3  The Derivation 
 Note: The derivation of the Discrete Inverse Theory Function data-items is illustrated by the flow-chart provided in figure 3.5.  For a detailed description of the Grid Search algorithm (used to determine SCLN2, SCLO2, and SCLO) see [Bevington and Robinson, 1992].  For details of the error matrix calculation see [Meier and Picone, 1993;  Menke, 1989]. 

3.5.3.1 Begin 

3.5.3.2 Calculate the index of ALTGRID which is 50 km below the expected tangent altitude of the measured intensity profile peaks (INDEXBELOW). 

 TempA = 150.0*(1.0 + 0.015*SZA7) - 50.0 

 INDEXBELOW = The index corresponding to the element of the vector ALTGRID which is closest to the input value TempA.  The value INDEXBELOW is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH XALTGRID [image: image260.jpg]Use




 For SEARCH UTempA [image: image261.jpg]



3.5.3.3 Calculate the index of ALTGRID which is 50 km above the expected tangent altitude of the measured intensity profile peaks (INDEXABOVE). 

 TempA = 150.0*(1.0 + 0.015*SZA7) + 50.0 

 INDEXABOVE = The index corresponding to the element of the vector ALTGRID which is closest to the input value TempA.  The value INDEXABOVE is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH XALTGRID [image: image262.jpg]



 For SEARCH UTempA [image: image263.jpg]



3.5.3.4  Setup the measured data vector (d). 

 Note:  The measured data vector d is a one-dimensional vector of size 3*N which contains the measured 1356 A, LBH1 (1400 - 1500 A) and LBH2 (1650 - 1800 A) intensity profiles (each containing N elements).  The first N elements of the vector d contains the measured 1356 A intensity values.  The N+1 through 2*N elements of the vector d contain the measured  

LBH1 intensity values and the LBH2 intensity values are stored in the 2*N+1 through 3*N elements of the vector d. 

 d[i] = [image: image264.jpg]N356P[i —1] when i=1,N

ILBH1P[i — N] when i=N+12%N

ILBH2P[i - 2%N] when i=2%N+13%xN



  

  where 

 N =  The number of elements in each of the vectors I1356P, ILBH1P, and ILBH2P. 

3.5.3.5  Setup the measured data variance vector (Vd). 

 Note:  The measured data variance vector Vd is a one-dimensional vector of size 3*N which contains the variances associated with the measured 1356 A, LBH1 (1400 - 1500 A) and LBH2 (1650 - 1800 A) intensity profiles (each containing N elements).  The first N elements of the vector Vd contain the variances associated with the measured 1356 A intensity values.  The N+1 through 2*N elements of the vector Vd contain the variances associated with the measured LBH1 intensity values and the variances associated with the measured LBH2 intensity values are stored in the 2*N+1 through 3*N elements of the vector Vd. 

 Vd[i] = [image: image265.jpg]VI1356P[i — 1] when i=1N

VILBH1P[i — N] when i=N+12%N

VILBH2Pi —2%N] when i=2%N+13*xN



  

where 

 N =  The number of elements in each of the vectors VI1356P, VILBH1, and VILBH2 
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Figure 3.5 Flow chart of the Discrete Inverse Theory Function. 

3.5.3.6 Calculate the neutral density scale factor values (SCLN2, SCLO2, SCLO). 

3.5.3.6.1  Determine the indices of the one-dimensional vectors DTSCLN2, DTSCLO2, and DTSCLO of the DIT Data Table Function which correspond to the model data which best fits the measured data (INDEXSCLN2, INDEXSCLO2, INDEXSCLO). 
 MINCHISQ = 1.0E20 

 Repeat the following calculations for each index i corresponding to the ith element of the one-dimensional vector DTSCLN2 of the DIT Data Table Function. 

 Repeat the following calculations for each index j corresponding to the the jth element of the one-dimensional vector DTSCLO2 of the DIT Data Table Function. 

 Repeat the following calculations for each index k corresponding to the the kth element of the one-dimensional vector DTSCLO of the DIT Data Table Function. 

 TempA = The one-dimensional vector of model data calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image267.jpg]Use




 For DITDTF VTexo VTexo [image: image268.jpg]



 For DITDTF QEUV QEUV [image: image269.jpg]Use




 For DITDTF VQEUV VQEUV [image: image270.jpg]



 For DITDTF SZA SZA [image: image271.jpg]



 For DITDTF SCLN2 DTSCLN2[i] [image: image272.jpg]Use




 For DITDTF VSCLN2 0.0 [image: image273.jpg]



 For DITDTF SCLO2 DTSCLO2[j] [image: image274.jpg]



 For DITDTF VSCLO2 0.0 [image: image275.jpg]



 For DITDTF SCLO DTSCLO[k] [image: image276.jpg]



 For DITDTF VSCLO 0.0 [image: image277.jpg]Use




 For DITDTF ALTGRID ALTGRID [image: image278.jpg]Use




 For DITDTF VALTGRID VALTGRID [image: image279.jpg]



 Note:  In the following calculation of CHISQ [i,j,k], it is assumed that the input vector ALTGRID is monotonically decreasing. 
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 if CHISQ [i,j,k] < MINCHISQ then 

 MINCHISQ = CHISQ [i,j,k] 

 INDEXSCLN2 = i 

 INDEXSCLO2 = j 

  INDEXSCLO = k 

3.5.3.6.2 Determine the best estimate of the neutral density scale factors by fitting a parabola through the minimum of each dimension of the three-dimensional vector CHISQ (SCLN2, SCLO2, SCLO). 
 if INDEXSCLN2 > 1 and INDEXSCLN2 < NDTSCLN2 then 

 DELSCLN2 = ABS (DTSCLN2 [INDEXSCLN2] -  

              DTSCLN2 [INDEXSCLN2 - 1]) 

  where 

 ABS =  The absolute value function. 

 DTSCLN2 =  The one-dimensional array of the DIT Data Table Function. 

 NDTSCLN2 =  The number of elements in the one-dimensional array DTSCLN2 of the DIT Data Table Function. 

 SCLN2 = DTSCLN2 [INDEXDTSCLN2] - DELSCLN2* 

    (CHISQ[INDEXSCLN2 + 1,INDEXSCLO2,INDEXSCLO]2 - 

  CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO]2) / 

  (CHISQ [INDEXSCLN2 - 1,INDEXSCLO2,INDEXSCLO]2 - 

  2.0*CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO]2 + 

  CHISQ [INDEXSCLN2 + 1,INDEXSCLO2,INDEXSCLO]2) 

 else  

 SCLN2 = DTSCLN2(INDEXSCLN2) 

 if INDEXSCLO2 > 1 and INDEXSCLO2 < NDTSCLO2 then 

  DELSCLO2 = ABS (DTSCLO2 [INDEXSCLO2] -  

              DTSCLO2 [INDEXSCLO2 - 1]) 

  where 

 ABS =  The absolute value function. 

 DTSCLO2 =  The one-dimensional array of the DIT Data Table Function. 

 NDTSCLO2 =  The number of elements in the one-dimensional array DTSCLO2 of the DIT Data Table Function. 

  SCLO2 = DTSCLO2 [INDEXDTSCLO2] - DELSCLO2* 

    (CHISQ[INDEXSCLN2,INDEXSCLO2 + 1,INDEXSCLO]2 - 

  CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO]2) / 

  (CHISQ [INDEXSCLN2,INDEXSCLO2 - 1,INDEXSCLO]2 - 

  2.0*CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO]2 + 

  CHISQ [INDEXSCLN2,INDEXSCLO2 + 1,INDEXSCLO]2) 

 else  

 SCLO2 = DTSCLO2(INDEXSCLO2) 

 if INDEXSCLO > 1 and INDEXSCLO < NDTSCLO then 

  DELSCLO = ABS (DTSCLO [INDEXSCLO] -  

   DTSCLO [INDEXSCLO - 1]) 

  where 

 ABS =  The absolute value function. 

 DTSCLO =  The one-dimensional array of the DIT Data Table Function. 

 NDTSCLO =  The number of elements in the one-dimensional array DTSCLO of the DIT Data Table Function. 

  SCLO = DTSCLO [INDEXDTSCLO] - DELSCLO* 

    (CHISQ[INDEXSCLN2,INDEXSCLO2,INDEXSCLO + 1]2 - 

  CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO]2) / 

  (CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO - 1]2 - 

  2.0*CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO]2 + 

  CHISQ [INDEXSCLN2,INDEXSCLO2,INDEXSCLO + 1]2) 

 else  

 SCLO = DTSCLO(INDEXSCLO) 

3.5.3.7 Calculate the variance associated with the neutral density scale factors (VSCLN2, VSCLO2, VSCLO). 

3.5.3.7.1 Setup the model data corresponding to INDEXSCLN2, INDEXSCLO2, and INDEXSCLO (G). 
 G = The one-dimensional vector of model data calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image283.jpg]



 For DITDTF VTexo VTexo [image: image284.jpg]



 For DITDTF QEUV QEUV [image: image285.jpg]Use




 For DITDTF VQEUV VQEUV [image: image286.jpg]Use




 For DITDTF SZA SZA [image: image287.jpg]



 For DITDTF SCLN2 DTSCLN2[INDEXSCLN2] [image: image288.jpg]



 For DITDTF VSCLN2 0.0 [image: image289.jpg]



 For DITDTF SCLO2 DTSCLO2[INDEXSCLO2] [image: image290.jpg]



 For DITDTF VSCLO2 0.0 [image: image291.jpg]Use




 For DITDTF SCLO DTSCLO[INDEXSCLO] [image: image292.jpg]



 For DITDTF VSCLO 0.0 [image: image293.jpg]



 For DITDTF ALTGRID ALTGRID [image: image294.jpg]



 For DITDTF VALTGRID VALTGRID [image: image295.jpg]



 Calculate the variance associated with the model data (VG). 
 VG = The variances associated with the model data.  The value VG is calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

3.5.3.7.2  Setup the model data gradient matrix (GRADG). 
 Note:  The model data gradient matrix GRADG is a matrix of size 3*N by 3 which contains the gradients of the model 1356 A, LBH1 (1400 - 1500 A) and LBH2 (1650 - 1800 A) intensity profiles with respect to the neutral density scale factors SCLN2, SCLO2, and SCLO.  The first N rows of the GRADG matrix contain the gradient of the model 1356 A intensity values (where the first column contains the derivative of the model 1356 A intensities with respect to SCLN2, the second column contains the derivative of the 1356 A intensities with respect to SCLO2 and the third column contains the derivative the 1356 A intensities with respect to SCLO).  The N+1 through 2*N rows of the GRADG matrix contain the gradient of the model LBH1 intensity values and the LBH2 intensity values are stored in rows 2*N+1 through 3*N of the GRADG matrix. 

 if INDEXSCLN2 ≠ NDTSCLN2 then 

  INCR = 1 

 else 

  INCR = -1 

 DELSCLN2 =  ABS (DTSCLN2 [INDEXSCLN2 + INCR] -  

   DTSCLN2 [INDEXSCLN2]) 

  where 

 ABS =  The absolute value function. 

 TempA = The one-dimensional vector of model data calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image296.jpg]



 For DITDTF VTexo VTexo [image: image297.jpg]



 For DITDTF QEUV QEUV [image: image298.jpg]Use




 For DITDTF VQEUV VQEUV [image: image299.jpg]



 For DITDTF SZA SZA [image: image300.jpg]Use




 For DITDTF SCLN2 DTSCLN2 [INDEXSCLN2 + INCR] [image: image301.jpg]



 For DITDTF VSCLN2 0.0 [image: image302.jpg]



 For DITDTF SCLO2 DTSCLO2 [INDEXSCLO2] [image: image303.jpg]



 For DITDTF VSCLO2 0.0 [image: image304.jpg]



 For DITDTF SCLO DTSCLO [INDEXSCLO] [image: image305.jpg]Use




 For DITDTF VSCLO 0.0 [image: image306.jpg]



 For DITDTF ALTGRID ALTGRID [image: image307.jpg]



 For DITDTF VALTGRID VALTGRID [image: image308.jpg]



 if INDEXSCLO2 ≠ NDTSCLO2 then 

  INCR = 1 

 else 

  INCR = -1 

 DELSCLO2 =  ABS (DTSCLO2 [INDEXSCLO2 + INCR] -  

  DTSCLO2 [INDEXSCLO2]) 

  where 

 ABS =  The absolute value function. 

 TempB = The one-dimensional vector of model data calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image309.jpg]



 For DITDTF VTexo VTexo [image: image310.jpg]



 For DITDTF QEUV QEUV [image: image311.jpg]Use




 For DITDTF VQEUV VQEUV [image: image312.jpg]



 For DITDTF SZA SZA [image: image313.jpg]



 For DITDTF SCLN2 DTSCLN2 [INDEXSCLN2] [image: image314.jpg]



 For DITDTF VSCLN2 0.0 [image: image315.jpg]



 For DITDTF SCLO2 DTSCLO2 [INDEXSCLO2 + INCR] [image: image316.jpg]Use




 For DITDTF VSCLO2 0.0 [image: image317.jpg]



 For DITDTF SCLO DTSCLO [INDEXSCLO] [image: image318.jpg]



 For DITDTF VSCLO 0.0 [image: image319.jpg]



 For DITDTF ALTGRID ALTGRID [image: image320.jpg]



 For DITDTF VALTGRID VALTGRID [image: image321.jpg]Use




 if INDEXSCLO ≠ NDTSCLO then 

  INCR = 1 

 else 

  INCR = -1 

 DELSCLO =  ABS (DTSCLO [INDEXSCLO + INCR] -  

  DTSCLO [INDEXSCLO]) 

  where 

 ABS =  The absolute value function. 

 TempC = The one-dimensional vector of model data calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image322.jpg]



 For DITDTF VTexo VTexo [image: image323.jpg]Use




 For DITDTF QEUV QEUV [image: image324.jpg]Use




 For DITDTF VQEUV VQEUV [image: image325.jpg]



 For DITDTF SZA SZA [image: image326.jpg]



 For DITDTF SCLN2 DTSCLN2 [INDEXSCLN2] [image: image327.jpg]



 For DITDTF VSCLN2 0.0 [image: image328.jpg]Use




 For DITDTF SCLO2 DTSCLO2 [INDEXSCLO2] [image: image329.jpg]



 For DITDTF VSCLO2 0.0 [image: image330.jpg]



 For DITDTF SCLO DTSCLO [INDEXSCLO + INCR] [image: image331.jpg]



 For DITDTF VSCLO 0.0 [image: image332.jpg]



 For DITDTF ALTGRID ALTGRID [image: image333.jpg]Use




 For DITDTF VALTGRID VALTGRID [image: image334.jpg]



 Note: Each element of the matrix GRADG is calculated in the same manner.  For the ith row, the value of GRADG is calculated as 

 GRADG[i,1] = (TempA [i] - G [i]) / DELSCLN2 

 GRADG[i,2] = (TempB [i] - G [i]) / DELSCLO2 

 GRADG[i,3] = (TempC [i] - G [i]) / DELSCLO 

3.5.3.7.3 Setup the measured data covariance matrix (CVd). 
 Note:  The measured data covariance matrix CVd is a matrix of size 3*N by 3*N which contains the variances of the measured 1356 A, LBH1 (1400 - 1500 A) and LBH2 (1650 - 1800 A) intensity profiles (each containing N elements).  The first N diagonal elements of the CVd matrix contain the variances of the measured 1356 A intensity values.  The N+1 through 2*N diagonal elements of the CVd matrix contain the variances of the measured LBH1 intensity values and the LBH2 intensity values are stored in the 2*N+1 through 3*N diagonal elements of the CVd matrix.  Covariance terms between 1356, LBH1 and LBH2 are insignificant so the off-diagonal elements (i.e. i ≠ j) of CVd are zero. 

 CVd[i,j] = [image: image335.jpg]VI356P]i]
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  where 

 N =  The number of elements in each of the vectors I1356P, ILBH1, and ILBH2 

3.5.3.7.4  Setup the model data covariance matrix (CVG). 
 Note:  The model data covariance matrix CVG is a matrix of size 3*N by 3*N which contains the variances of the model 1356 A, LBH1 (1400 - 1500 A) and LBH2 (1650 - 1800 A) intensity profiles (each containing N elements).  The first N diagonal elements of the CVG matrix contain the variances of the model 1356 A intensity values.  The N+1 through 2*N diagonal elements of the CVG matrix contain the variances of the model LBH1 intensity values and the LBH2 intensity values are stored in the 2*N+1 through 3*N diagonal elements of the CVG matrix.  Covariance terms between 1356, LBH1 and LBH2 are insignificant so the off-diagonal elements (i.e. i ≠ j) of CVG are zero. 
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  where 

 N =  The number of elements in each of vectors TempA, TempB, and TempC 

3.5.3.7.5 Calculate the sum of the data covariance matrix and the model covariance matrix (CVdPCVG) 
 CVdPCVG = The sum of the CVd matrix and the CVG matrix.  The matrix CVdPCVG is calculated by the Matrix Addition Function (ADD).  The following inputs should be used as input to the Matrix Addition Function: 

 For ADD ACVd [image: image337.jpg]



 For ADD BCVG [image: image338.jpg]



3.5.3.7.6  Calculate the inverse of the sum of the data covariance matrix and the model covariance matrix (CVdPCVGINV). 
 TempA = The identity matrix calculated by the Identity Matrix Function (IDENTITY) (see Appendix).  The following value should be used as input to the Identity Matrix Function: 

 For IDENTITY N N [image: image339.jpg]



  where 

 N =  The number of rows and columns in the square matrix CVdPCVG. 

 CVdPCVGINV = The inverse of the CVdPCVG matrix.  The matrix CVdPCVGINV is calculated by the Matrix Solve Function (SOLVE).  The following values should be used as inputs to the Matrix Solve Function: 

 For SOLVE ACVdPCVG [image: image340.jpg]



 For SOLVE BTempA [image: image341.jpg]



3.5.3.7.7  Calculate the transpose of the model data gradient matrix (GRADGT). 
 GRADGT = The transpose of the GRADG matrix.  The matrix GRADGT is calculated by the Matrix Transpose Function (TRANSPOSE).  The following values should be used as inputs to the Matrix Transpose Function: 

 For TRANSPOSE MATRIXGRADG [image: image342.jpg]



3.5.3.7.8  Calculate the generalized inverse of the model gradient matrix (GRADGINV). 
 TempA = The product of the GRADGT matrix and the CVdPCVGINV matrix.  The matrix TempA is calculated by the Matrix Multiplication Function (MULTIPLY).  The following inputs should be used as input to the Matrix Multiplication Function: 

 For MULTIPLY AGRADGT [image: image343.jpg]



 For MULTIPLY BCVdPCVGINV [image: image344.jpg]Use




 TempB =  The product of the TempA matrix and the GRADG matrix.  The matrix TempB is calculated by the Matrix Multiplication Function (MULTIPLY).  The following inputs should be used as input to the Matrix Multiplication Function: 

 For MULTIPLY ATempA [image: image345.jpg]



 For MULTIPLY BGRADG [image: image346.jpg]



 GRADGINV = The matrix calculated by the Matrix Solve Function (SOLVE).  The following values should be used as inputs to the Matrix Solve Function: 

 For SOLVE ATempB [image: image347.jpg]



 For SOLVE BTempA [image: image348.jpg]



3.5.3.7.9 Calculate the transpose of the model gradient generalized inverse matrix (GRADGINVT). 
 GRADGINVT = The transpose of the GRADGINV matrix.  The matrix GRADGINVT is calculated by the Matrix Transpose Function (TRANSPOSE).  The following values should be used as inputs to the Matrix Transpose Function: 

 For TRANSPOSE AGRADGINV [image: image349.jpg]



3.5.3.7.10 Calculate the variances associated with the neutral density scale factors (VSCLN2, VSCLO2, VSCLO) 
 TempA = The product of the CVdPCVG matrix and the GRADGINVT matrix.  The matrix TempA is calculated by the Matrix Multiplication Function (MULTIPLY).  The following values should be used as input to the Matrix Multiplication Function: 

 For MULTIPLY ACVdPCVG [image: image350.jpg]



 For MULTIPLY BGRADGINVT [image: image351.jpg]



 TempB = The product of the GRADGINV matrix and the TempA matrix.  The matrix TempB is calculated by the Matrix Multiplication Function (MULTIPLY).  The following values should be used as inputs to the Matrix Multiplication Function: 

 For MULTIPLY AGRADGINV [image: image352.jpg]



 For MULTIPLY BTempA [image: image353.jpg]Use T’(




 VSCLN2 = TempB [1,1] 

 VSCLO2 = TempB [2,2] 

 VSCLO   = TempB [3,3] 

3.5.3.8  Calculate the N2 density profile (N2DP). 

 N2DP = The vector of N2 densities calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image354.jpg]



 For DITDTF VTexo VTexo [image: image355.jpg]Use




 For DITDTF QEUV QEUV [image: image356.jpg]Use




 For DITDTF VQEUV VQEUV [image: image357.jpg]



 For DITDTF SZA SZA [image: image358.jpg]



 For DITDTF SCLN2 SCLN2 [image: image359.jpg]



 For DITDTF VSCLN2 VSCLN2 [image: image360.jpg]Use

V




 For DITDTF SCLO2 SCLO2 [image: image361.jpg]



 For DITDTF VSCLO2 VSCLO2 [image: image362.jpg]



 For DITDTF SCLO SCLO [image: image363.jpg]



 For DITDTF VSCLO VSCLO [image: image364.jpg]



 For DITDTF ALTGRID ALTGRID [image: image365.jpg]Use




 For DITDTF VALTGRID VALTGRID [image: image366.jpg]



 Calculate the variance associated with the N2 density profile (VN2DP). 
 VN2DP = The variances associated with the N2DP value.  The value VN2DP is calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

3.5.3.9 Calculate the O2 density profile (O2DP). 

 O2DP = The vector of O2 densities calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image367.jpg]Use




 For DITDTF VTexo VTexo [image: image368.jpg]



 For DITDTF QEUV QEUV [image: image369.jpg]Use




 For DITDTF VQEUV VQEUV [image: image370.jpg]Use




 For DITDTF SZA SZA [image: image371.jpg]



 For DITDTF SCLN2 SCLN2 [image: image372.jpg]



 For DITDTF VSCLN2 VSCLN2 [image: image373.jpg]



 For DITDTF SCLO2 SCLO2 [image: image374.jpg]



 For DITDTF VSCLO2 VSCLO2 [image: image375.jpg]Use

V




 For DITDTF SCLO SCLO [image: image376.jpg]



 For DITDTF VSCLO VSCLO [image: image377.jpg]



 For DITDTF ALTGRID ALTGRID [image: image378.jpg]Use




 For DITDTF VALTGRID VALTGRID [image: image379.jpg]



 Calculate the variance associated with the O2 density profile (VO2DP). 
 VO2DP = The variances associated with the O2DP value.  The value VO2DP is calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

3.5.3.10  Calculate the O density profile (ODP). 

 ODP = The vector of O densities calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

 For DITDTF Texo Texo [image: image380.jpg]



 For DITDTF VTexo VTexo [image: image381.jpg]



 For DITDTF QEUV QEUV [image: image382.jpg]Use




 For DITDTF VQEUV VQEUV [image: image383.jpg]



 For DITDTF SZA SZA [image: image384.jpg]



 For DITDTF SCLN2 SCLN2 [image: image385.jpg]



 For DITDTF VSCLN2 VSCLN2 [image: image386.jpg]



 For DITDTF SCLO2 SCLO2 [image: image387.jpg]Use S(




 For DITDTF VSCLO2 VSCLO2 [image: image388.jpg]



 For DITDTF SCLO SCLO [image: image389.jpg]



 For DITDTF VSCLO VSCLO [image: image390.jpg]



 For DITDTF ALTGRID ALTGRID [image: image391.jpg]



 For DITDTF VALTGRID VALTGRID [image: image392.jpg]Use




 Calculate the variance associated with the O density profile (VODP). 
 VODP = The variances associated with the ODP value.  The value VODP is calculated by the Discrete Inverse Theory Data Table Function (DITDTF).  The following values should be used as input to the Discrete Inverse Theory Data Table Function: 

3.5.3.11  End 

3.6  The Derivative Function (DERIVATIVE) 

3.6.1  Required Input to the Derivation 
 Y The input vector. 

 X The abscissa values for the input vector Y. 

 INDEX The index of the abscissa value corresponding to the derivative of the vector Y with respect to X. 

3.6.2  Calculated Output of the Derivation. 
 RESULT The derivative of Y at the abscissa X [INDEX]. 

3.6.3  The Derivation 
 Note: A one-sided difference algorithm (either forward or backward) is used by the Derivative Function [Press, W. H., B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling 1989].  INDEX must be a valid index for the vectors X and Y. 

3.6.3.1  Begin 

3.6.3.2 Calculate the derivative of the vector Y at the abscissa value X [INDEX] (RESULT). 

 if INDEX ≠ N then 

  RESULT = [image: image393.jpg]( Y[INDEX +1]- Y[INDEX] )
ABS(X[INDEX +1]- X[INDEX])



  

 else 

  RESULT = [image: image394.jpg]( Y[INDEX]- Y[INDEX —1] )
ABS(X[INDEX] - X[INDEX —1])



  

  where 

 N =  The number of elements in the vectors Y and X 

 ABS = The absolute value function. 

3.6.3.3  End 

3.7  The Interpolate Function (INTERPOLATE) 

3.7.1  Required Input to the Derivation 
 Y The input vector. 

 X The abscissa values for the input vector Y.  X must be monotonic (increasing or decreasing). 

 U The abscissa value corresponding to the interpolated value of the vector Y 

3.7.2  Calculated Output of the Derivation. 
 RESULT The interpolated value of Y at the abscissa U. 

3.7.3  The Derivation 
 Note: A numerical 3-point polynomial interpolation algorithm is used by the Interpolate Function [Press, W. H., B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling 1989].  Vector X must be monotonic.  The abscissa value U must be within the range given by the vector X. 

3.7.3.1  Begin 

3.7.3.2  Calculate the index corresponding to the element of the vector X which is  closest to the input abscissa value U (INDEX). 

 TempA = The index corresponding to the element of the vector X which is closest to the input value U.  The value TempA is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH XX [image: image395.jpg]



 For SEARCH UU [image: image396.jpg]



 INDEX = [image: image397.jpg]2 when TempA =1
N-1 when TempAd=N
TempA when 2 < TempA <N -1



  

  where 

 N =  The number of elements in the vectors Y and X 

 Note: Each element of the one-dimensional vectors TempX, TempY, TempC, and TempD are calculated in the same manner.  For the ith element (where i = 1,3), the values of TempX, TempY, TempC, and TempD are calculated as: 

 TempX [i] = X [INDEX - 2 + i] 

 TempY [i] = Y [INDEX - 2 + i] 

 TempC [i] = TempY [i] 

 TempD [i] = TempY [i] 

3.7.3.3  Calculate the index corresponding to the element of the vector TempX which is closest to the input abscissa value U (INDEX). 

 INDEX = The index corresponding to the element of the vector TempX which is closest to the input value U.  The value INDEX is calculated by the Search Function (SEARCH).  The following values should be used as inputs to the Search Function: 

 For SEARCH XTempX [image: image398.jpg]



 For SEARCH UU [image: image399.jpg]



3.7.3.4 Interpolate the vector TempY at the abscissa value U (RESULT). 

 RESULT = TempY [INDEX} 

 INDEX = INDEX - 1 

 Repeat the following calculations for each element j (where j = 1,2) 

 Repeat the following calculations for each element i (where i = 1,3-j) 

 TempE = TempX [i] - U 

 TempF = TempX [i + j] - U 

 TempH = [image: image400.jpg](TempC[i +1]- TempD[i])
TempE — TempF



  

 TempC [i] = TempE*TempH 

 TempD [i] = TempF*TempH 

 End repeat calculations (index i) 

 if 2*INDEX < 3 - j then 

  RESULT = RESULT  + TempC [INDEX + 1] 

 else 

  RESULT = RESULT + TempD [INDEX] 

  INDEX = INDEX - 1 

 End repeat calculations (index j) 

3.7.3.5  End 

3.8  The Search Function (SEARCH) 

3.8.1  Required Input to the Derivation 
 X The input vector.  The vector X must be monotonic (increasing or decreasing). 

 U The search value. 

3.8.2  Calculated Output of the Derivation. 
 RESULT The index corresponding to the element of the vector X which is closest to the value U. 

3.8.3  The Derivation 
 Note: A bisection algorithm is used by the Search Function [Press, W. H., B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling, 1989].  Vector X must be monotonic.  The abscissa value U must be within the range given by the vector X. 

3.8.3.1  Begin 

3.8.3.2  Initialize temporary indices (IL and IU). 

 IL = 0 

 IU = N+1 

  where 

 N = The number of elements in the vector X. 

3.8.3.3  Repeat the following calculations until IU - IL = 1 

 IM = [image: image401.jpg](IU + IL]
2



  

 TempA = X (N) > X (1) (True or False)  

 TempB = U > X (IM)     (True or False) 

 if (TempA and TempB) or (not (TempA or TempB)) then 

  IL = IM 

 else 

  IU = IM 

3.8.3.4 Determine whether index IL or IU of the vector X has a corresponding value which is closest to the value U. 

 TempA = ABS (X [IU] - U) 

 TempB = ABS (X [IL] - U) 

  where 

 ABS = The Absolute Value Function. 

 If (TempA < TempB) then  

  RESULT = IU 

 else 

  RESULT = IL 

3.8.3.5  End 

3.9  The Linear Least Squares Fitting Function (LLSFIT) 

3.9.1  Required Input to the Derivation 
 Y The input vector. 

 VY The variance associated with the vector Y. 

 X The abscissa values for the vectors Y and VY.  The vector X must be monotonic (increasing or decreasing). 

3.9.2  Calculated Output of the Derivation. 
 RESULT The one-dimensional vector containing the two coefficients of the linear least squares fit of the function Y. 

 VRESULT The variance associated with RESULT. 

3.9.3  The Derivation 
 Note: A standard linear regression algorithm is used by the Linear Least Squares Fitting Function [Press, W. H., B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling, 1989].  Vector X must be monotonic.  The variance VY must be non-zero. 

3.9.3.1  Begin 

3.9.3.2 Calculate the coefficients of the linear least squares fit of the function Y (RESULT). 

 TempA = [image: image402.jpg]1.0

VY i

N
fe=l



  

  where 

 N = The number of elements in the vector VY. 

 TempB = [image: image403.jpg]1]
21: VY (il



  

  where 

 N = The number of elements in the vectors X and VY. 

 TempC = [image: image404.jpg]Tl
21: VY [il?



  

  where 

 N = The number of elements in the vectors Y and VY. 

 Note: Each element of the vector TempD is calculated in the same manner.  For the ith element, the value of TempD is calculated as 

 TempD[i] = [image: image405.jpg]( 10 )*( Yi]— TempB)
VY [i] TempA,



  

  where 

 i = 1,N 

 N = The number of elements in the vectors X and VY. 

 TempE = Tem [image: image406.jpg]ﬁ:TempD[i]2

=1




  where 

 N = The number of elements in the vector TempD. 

 RESULT[2] = [image: image407.jpg]24 Tem, l
j =

( : i=

Templl VY



  

  where 

 N = The number of elements in the vectors Y, VY and TempD. 

 RESULT[1] = [image: image408.jpg]( TempC — TempB* RESULT [2])
TempA



  

 Calculate the variance of the linear least squares fit coefficients  (VRESULT). 
 VRESULT[1] = [image: image409.jpg]2 b
( 1.0 J*(1.0+ TempB
TempA TempA*TempE )



  

 VRESULT[2] = [image: image410.jpg]( 1.0 ]
TempE



  

3.9.3.3  End 

3.10  The Matrix Addition Function (ADD) 

3.10.1  Required Input to the Derivation 
 A The input matrix A. 

 B The input matrix B.  The number of rows and columns in matrix A and matrix B must be equal. 

3.10.2  Calculated Output of the Derivation. 
 RESULT The matrix equal to the sum of matrix A and matrix B. 

3.10.3  The Derivation 
3.10.3.1  Begin 

3.10.3.2  Calculate the addition of matrix A and matrix B (RESULT). 

 Note: Each element of the matrix RESULT is calculated in the same manner.  For the ith row and the jth column the value of RESULT is calculated as 

 RESULT [i,j] = A[i,j] + B[i,j] 

  where 

 i = 1,M 

 j = 1,N 

 M = The number of rows in matrix A and matrix B. 

 N = The number of columns in matrix A and matrix B. 

3.10.3.3  End 

3.11  The Matrix Subtraction Function (SUBTRACT) 

3.11.1  Required Input to the Derivation 
 A The input matrix A. 

 B The input matrix B.  The number of rows and columns in the matrix A and matrix B must be equal. 

3.11.2  Calculated Output of the Derivation. 
 RESULT The matrix equal to matrix A minus matrix B. 

3.11.3  The Derivation 
3.11.3.1  Begin 

3.11.3.2  Calculate the subtraction of matrix B from matrix A (SUBTRACT). 

 Note: Each element of the matrix RESULT is calculated in the same manner. For the ith row and the jth column the value of RESULT is calculated as 

 RESULT [i,j] = A[i,j] - B[i,j] 

  where 

 i = 1,M 

 j = 1,N 

 M = The number of rows in matrix A and matrix B. 

 N = The number of columns in matrix A and matrix B. 

3.11.3.3  End 

3.12  The Matrix Multiplication Function (MULTIPLY) 

3.12.1  Required Input to the Derivation 
 A The input matrix A. 

 B The input matrix B.  The number of rows in the matrix B must be equal to the number of columns in matrix A. 

3.12.2  Calculated Output of the Derivation. 
 RESULT The matrix equal to the product of matrix A and matrix B. 

3.12.3  The Derivation 
3.12.3.1  Begin 

3.12.3.2  Calculate the product of matrix A and matrix B (MULTIPLY). 

 Note: Each element of the matrix RESULT is calculated in the same manner.  For the ith row and the jth column the value of RESULT is calculated as: 

 RESULT [i,j] =  [image: image411.jpg]> AlLkI*Blk. j]

k=1




  where 

 i = 1,M 

 j = 1,P 

 M = The number of rows in matrix A. 

 N = The number of columns in matrix A and the number of rows in matrix B. 

 P = The number of columns in matrix B. 

3.12.3.3  End 

3.13  The Matrix Transpose Function (TRANSPOSE) 

3.13.1  Required Input to the Derivation 
 A The input matrix A. 

3.13.2  Calculated Output of the Derivation. 
 RESULT The matrix equal to the transpose of matrix A. 

3.13.3  The Derivation 
3.13.3.1  Begin 

3.13.3.2  Calculate the transpose of matrix A (RESULT). 

 Note: Each element of the matrix RESULT is calculated in the same manner.  For the ith row and the jth column the value of RESULT is calculated as: 

 RESULT [i,j] = A [j,i] 

  where 

 i = 1,M 

 j = 1,N 

 M = The number of rows in matrix A. 

 N = The number of columns in matrix A. 

3.13.3.3  End 

3.14  The Identity Matrix Function (IDENTITY) 

3.14.1  Required Input to the Derivation 
 N The number of rows and columns in the identity matrix. 

3.14.2  Calculated Output of the Derivation. 
 RESULT The Identity matrix. 

3.14.3  The Derivation 
3.14.3.1  Begin 

3.14.3.2  Construct an NxN identity matrix (RESULT).   

 Note: Each element of the matrix RESULT is calculated in the same manner.  For the ith row and the jth column, the value of RESULT is calculated as: 

 RESULT [i,j] = [image: image412.jpg]1.0 when i=j=1LN

0.0 when 1# j



  

3.14.3.3  End 

3.15  The Matrix Solve Function (SOLVE) 

3.15.1  Required Input to the Derivation 
 A The input square matrix A. 

 B   The input matrix B. 

3.15.2  Calculated Output of the Derivation. 
 RESULT The solution of the matrix equation X = A-1 * B. 

3.15.3  The Derivation 
 Note: A standard lower-upper decomposition with backsubstitution algorithm is used by the Matrix Solve Function [Press, W. H., B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling, 1989].  The matrix A must be square. 

3.15.3.1  Begin 

3.15.3.2  Calculate the implicit scaling vector (ISV).   

 Note: Each element of the vector TempA is calculated in the same manner.  For the ith element, the value of TempA is calculated as: 

 TempA [i] = MAX (A[i,j]) 

  where 

 i = 1,N 

 j = 1,N 

 N = The number of rows and columns in the matrix A. 

 MAX = The vector Maximum Function. 

 Note: Each element of the vector ISV is calculated in the same manner.  For the ith element, the value of ISV is calculated as: 

 ISV[i] = [image: image413.jpg]( 1.0 ]
TempA[i]



  

  where 

 i =  1,N 

   N =   The number of rows and columns in the matrix A. 

3.15.3.3 Initialize the diagonal elements of the lower-upper decomposition matrix (LUDCMP). 

 Note:  Each diagonal element of the matrix LUDCMP is calculated in the same manner.  For the ith row and ith column, the value of LUDCMP is calculated as: 

 LUDCMP [i,j] = [image: image414.jpg]1.0 when i=j

0.0 when 1# ]



  

  where 

 i =  1,N 

 j = 1,N 

 N = The number of rows and columns in the matrix A. 

3.15.3.4  Repeat the following calculations for each column of matrix A. 

3.15.3.4.1  Calculate the upper triangular elements of matrix LUDCMP. 
 Note: Each element of the matrix LUDCMP is calculated in the same manner.  For the ith row, the value of LUDCMP is calculated as: 

 LUDCMP [i,j] =  [image: image415.jpg]i-1
Ali.j1- > LUDCMPi, k]#* LUDCMP]ki]

k=1




  where 

 i =  1,j 

 j = jth column of matrix A. 

3.15.3.4.2  Calculate the lower triangular elements of matrix LUDCMP. 
 Note: Each element of the matrix LUDCMP is calculated in the same manner.  For the ith row and jth column, the value of LUDCMP is calculated as: 

 LUDCMP[i,j]=[image: image416.jpg]10 el j
10 4p 1= S LUDCMPY, K LUDCMPLE, j
LUDCMP[]‘,]]( Li./1 ; L5 £] %71



  

  where 

 i =  j+1,N 

 j = jth column of the matrix A and matrix LUDCMP. 

 N = The number of rows and columns in the matrix A and the matrix LUDCMP. 

3.15.3.4.3  Calculate the pivot index for the jth column of matrix A (PINDEX). 
 TempA = LUDCMP[i,j] 

 TempB = ISV[i]*ABS (TempA[i]) 

 TempC = MAX (TempB) 

  where 

 i =  j,N 

 j = jth column of matrix LUDCMP. 

 N = The number of rows and columns in the matrix LUDCMP. 

 MAX = The Maximum Function 

 ABS =  The Absolute Value Function. 

 Note: Each element of the vector PINDEX is calculated in the same manner.  For the jth element, the value of PINDEX is calculated as: 

 PINDEX [j] =  The row index of the maximum pivot in the jth column of matrix LUDCMP.  The value PINDEX[j] is calculated by the Search Function (see Appendix).  The  following values should be used as inputs to the Search Function: 

 For SEARCH XTempB [image: image417.jpg]Use T’(




 For SEARCH UTempC [image: image418.jpg]



3.15.3.4.4 If PINDEX[j] is not equal to the value of j (the jth column of matrix A) then interchange the rows of LUDCMP in the jth column. 
 Note: Each row of LUDCMP is exchanged in the same manner.  For the kth row, the value of LUDCMP is calculated as: 

 TempA = LUDCMP [PINDEX[j],k] 

 LUDCMP [PINDEX[j],k] = LUDCMP [j,k] 

 LUDCMP [j,k] = TempA 

  where 

 k = 1,N. 

 N = The number of rows and columns in the matrix LUDCMP 

3.15.3.4.5 If PINDEX[j] is not equal to the value of j (the jth column of matrix LUDCMP) then interchange the implicit scaling values for row j and the pivot row. 
 ISV [PINDEX[j]] = ISV[j] 

  where 

 j = The jth column of the matrix A. 

3.15.3.4.6  If j ≠ N then divide matrix LUDCMP by the pivot element. 
 Note: Each element of the jth column of the matrix LUDCMP is calculated in the same manner.  For the ith row, the value of LUDCMP is calculated as: 

 TempA = [image: image419.jpg]( 1.0 j
LUDCMP]}, ]



  

 LUDCMP [i,j] = [image: image420.jpg]LUDCMPYi, 1+ TempA



  

  where 

 i = j+1,N. 

 j = The jth column of matrix LUDCMP. 

 N = The number of rows and columns in the matrix LUDCMP 

3.15.3.5  Repeat the following calculations for each column of matrix B. 

3.15.3.5.1 Initialize the forward substitution vector Y to hold the elements of the jth column of matrix B (Y). 
 Note: Each element of the vector Y is calculated in the same manner.  For the ith element, the value of Y is calculated as: 

 Y[i] = B[i,j] 

  where 

 j =  The index of the jth column of matrix B. 

3.15.3.5.2  Calculate the vector Y by forward substitution (Y). 
 Note: Each element of the vector Y is calculated in the same manner.  For the ith element, the value of Y is calculated as: 

 TempA = Y(PINDEX[i]) 

 Y(PINDEX[i]) = Y[i] 

 Y[i] = T [image: image421.jpg]empA — i
LU,
DCMPi, j1=Y 1]

J=1




  where 

 i =  1,N (Note that the summation term is zero for i=1). 

 N =  The number of rows and columns in the matrix LUDCMP. 

3.15.3.5.3 Calculate the jth column of the matrix RESULT by backward substitution (RESULT). 
 Note: Each element of the jth column of matrix RESULT is calculated in the same manner.  The ith element of the jth column of the matrix RESULT is calculated as: 

 RESULT [i,j] = [image: image422.jpg]N
My S’ LUDCMPJi, k]* RESULT [k, j]
LUDCMPYi, ] =



  

  where 

 i =  N,1 (incremented by -1) Note that the summation term is zero when i = N). 

 j =  The index for the jth column of matrix RESULT. 

 N =  The number of rows and columns in the matrix LUDCMP and the matrix RESULT. 

3.15.3.5  End 
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3.17  Modification History 

 - September, 1994:  

  First draft submitted to the Johns Hopkins Applied Physics Lab. 

 - January, 1995 (Version 1.1) 

  Global modifications: 

(1) Added notes to provide information on all significant sources of uncertainty in an EDR calculation.   

(2) Provided justification or references for any assumed uncertainties. 

(3) Added figures for most of the Data Tables described in the LID. 

(4) Changed reference to array index from (i) to [i] for clarity. 

 Specific modifications: 

 (1) Modified ROVCDN2VCD calculation to include covariance in RI1356ILBH2. 

 (2) Modified QEUV calculation to used ROVCDN2VCD rather than RI1356ILBH2 to simplify the QEUV Data Table. 

 (3) Added WIND Data Table to separate the WIND values from the EDPP Data Table. 

 (4) Updated the inputs required by the NmF2, hmF2, and TEC calculations for Disk and Limb. 

 (5) Modified the NmF2, hmF2, and TEC calculations to access WIND Data Table to obtain equatorial meridional wind values. 

 (6) Modified the Texo calculation to use linear least squares fit to the top ten values of the I1356P vector (1356 intensity profile) to simplify the Texo calculation. 

 (7) Updated the inputs for the N2DP, O2DP, and ODP derivations to include uncertainties in Texo, QEUV, and ALTGRID. 

 (8) Modified the ROVCDN2VCD Data Table Function to interpolate on the data table values to calculate ROVCDN2VCD.  Also added a figure to illustrate the contents of the ROVCVDN2VCD Data Table.  Added references and notes on variance calculation. 

 (9) Modified the QEUV Data Table Function to interpolate on the data table values to calculate ROVCDN2VCD.  Also added  a figure to illustrate the contents of the ROVCVDN2VCD Data Table.  Added references and notes on variance calculation. 

 (10) Modified the EDPP Data Table Function to include uncertainty in NmF2, hmF2, and TEC due to uncertainty in WIND values.  Also added some figures to illustrate the contents of the ROVCVDN2VCD Data Table.  Added references and notes on variance calculation. 

 (11) Added the WIND Data Table Function for calculation of equatorial meridional wind values for use by the NmF2, hmF2, and TEC derivations.  Included explicit details of variance calculation (references are forthcoming).  Figures illustrating the WIND Data Table contents will be included in next revision. 

 (12) Modified the DIT Data Table Function to include uncertainties in I1356P, ILBH1P, and ILBH2P due to uncertainty in Texo, QEUV, and ALTGRID.  Figures illustrating the DIT Data Table Function are forthcoming. 

 (13) Added DERIVATIVE function for calculation of derivatives as required by the DIT Data Table Function. 

 (14) Removed the INTEGRATE Function which is no longer used. 

 (15) Added Linear Least Squares Fitting Function specification (details will be included in next revision). 

 (16) Added modification history to Appendix. 

 - February, 1995 (Version 1.2) 

 Specific modifications: 

 (1) Updated the Table of Contents. 

 (2) Corrected errors in the description of the Texo calculation. 

 (3) Added figure captions for the ROVCDN2VCD and QEUV Data Table content figures. 

 (4) Finished modifications to the description of the Discrete Inverse Theory Data Table Function algorithm. 

 (5) Added figures to illustrate the Discrete Inverse Theory Data Table Function contents. 

 (6) Added a flow chart to aid in the description of the Discrete Inverse Theory Function algorithm. 

 (7) Modified the Discrete Inverse Theory Function algorithm to decrease execution time.  

 (8) Modified the Interpolate Function to use 3 points rather than five points. 

 (9) Completed the description of the Linear Least Squares Fitting Function. 

 - April, 1995 (Version 1.3) 

 Specific modifications: 

 (1) Updated references to the EDPP Data Table Function (i.e. changed LT to GMLT whenever referenced). 

 (2) Corrected error in the description of variance calculation for QEUV (section 3.2.4.5 of version 1.2). 

 (3) Removed reference to Figure 3.3 in section 3.3.3 of version 1.2. 

 (4) Added Figures 3.4.1 - 3.4.9 as examples of the EDPP Data Table contents. 

 (5) Corrected error in description of variance calculation of NmF2, hmF2, and TEC in sections 3.4.4.9 - 3.4.4.11 of version 1.2. 

 (6) Extensive modification of the Discrete Inverse Theory Function algorithm.  The algorithm of version 1.2 was found to violate timing requirements of the SSUSI GDAS.  The new algorithm is considerably faster.  The computation of variances has not changed from version 1.2. 

 (7) Added missing curves to top panel of Figure 3.5.3. 

 (8) Added CHISQ Function to Appendix. 

 (9) Modified the DERIVATIVE Function (section 3.6 of version 1.2).  The updated method uses one-sided approximations for derivatives. 

 (10) Modified the INTERPOLATE Function (section 3.7 of version 1.2). 

  The updated method uses a 2nd order polynomial algorithm. 

 - June, 1996 (Version 1.4) 

 Specific modifications: 

 (1) Changed all units of degrees to radians. 

 (2) Removed all references to meridional wind in sections 2.2, 2.3, and removed section 3.3. 

 (3) Rewrote section 2.3.1 describing derivation of exospheric temperature. 

 (4) Clarified derivation of neutral density profiles in section 2.3.2 - 2.3.4. 

 (5) Added missing factors of 1.0E5 and 1.0E10 in section 2.3.5. 

 (6) Corrected error in calculation of VOVCDREF in section 2.3.5.4.4. 

 (7) Removed reference to DTSEASON in section 3.4.3. 

 (8) Updated figures in section 3.4.3. 

 (9) Added loop indicators in sections 3.5.4.6 - 3.5.4.8. 

 (10) Corrected error in calculation of neutral density profile values in sections 3.5.4.10 - 3.5.4.12. 

 (11) Fixed error in interpolate function section 3.8. 

3 Appendix C. SSUSI Nighttime Non-Auroral F-Region Algorithm Language-Independent Description

Appendix C   
SSUSI 

Nighttime Non-Auroral F-Region Algorithm

Language-Independent Description

Version 2.3

Task No.  LBJY9B4X

Prepared for

Department of the Air Force

Headquarters Space and Missile Systems Center

Air Force Materiel Command (AFMC)

Defense Meteorological Satellite Program (DMSP)

Los Angeles Air Force Base, P.O. Box 92960

Los Angeles, California  90009-2960

Prepared by

The Johns Hopkins University

Applied Physics Laboratory

Johns Hopkins Road

Laurel, MD  20723-6099

Table of Contents

31.  Introduction

1.1  The SSUSI Nighttime Non-Auroral F-Region Algorithm
3
1.2  Goals of the Language-Independent Description
5
1.3  Credits
6
2.  Derivations of the Nighttime Non-Auroral F-Region Data Products
7
2.1  General Algorithm Expectations (Required Preprocessing)
7
2.1.1  The Season (SEASON)
7
2.1.1.1  Required Input to the Derivation
7
2.1.1.2  The Derivation
7
2.1.1.2.1  Begin
7
2.1.1.2.2  Calculate the Season (SEASON).
7
2.1.1.2.3  End
8
2.1.2  The Solar Activity Level (SAL)
8
2.1.2.1  Required Input to the Derivation
8
2.1.2.2  The Derivation
8
2.1.2.2.1  Begin
8
2.1.2.2.2  Calculate the Solar Activity Level (SAL).
8
2.1.2.2.3  End
9
2.2  The Height of the Peak Density at Nadir (NadirHmF2)
10
2.2.1  Required Input to the Derivation
10
2.2.2  The Derivation
10
2.2.2.1  Begin
10
2.2.2.2  Calculate the Measured Intensity Ratio (MIR).
10
2.2.2.3  Calculate the Scaled Local Time (SLT).
11
2.2.2.4  Calculate the Estimated Expected Offset (EEO).
11
2.2.2.5  Calculate the Estimated Expected Slope (EES).
12
2.2.2.6  Adjust the Estimated Expected Offset (AEO).
13
2.2.2.7  Adjust the Estimated Expected Slope (AES).
13
2.2.2.8  Calculate the Height of the Peak Density at Nadir  (NadirHmF2).
13
2.2.2.9  End
14
2.3  The Peak Density at Nadir (NadirNmF2)
15
2.3.1  Required Input to the Derivation
15
2.3.2  The Derivation
15
2.3.2.1  Begin
15
2.3.2.2  Calculate the Measured Intensity (MI).
15
2.3.2.3  Calculate the Scaled Local Time (SLT).
16
2.3.2.4  Calculate the Region (REGION).
16
2.3.2.5  Calculate the Estimated Expected Offset (EEO).
17
2.3.2.6  Calculate the Estimated Expected Slope (EES).
18
2.3.2.7  Adjust the Estimated Expected Offset (AEO).
18
2.3.2.8  Calculate the Peak Density at Nadir (NadirNmF2).
19
2.3.2.9  End
20
2.4  The Plasma Frequency at Nadir (NadirFoF2) ), Disk(DiskFoF2) and Limb(FoF2)
21
2.4.1  Required Input to the Derivation
21
2.4.2  The Derivation
21
2.4.2.1  Begin
21
2.4.2.2  Calculate the Plasma Frequency at Nadir (NadirFoF2).
21
2.4.2.3  End
21
2.5  The Peak Density on the Disk (DiskNmF2)
22
2.5.1  Required Input to the Derivation
22
2.5.2  The Derivation
23
2.5.2.1  Begin
23
2.5.2.2  Calculate the Measured Intensity (MI).
23
2.5.2.3  Calculate the Scaled Local Time (SLT).
24
2.5.2.4  Calculate the Estimated Expected Offset (EEO).
24
2.5.2.5  Calculate the Estimated Expected Slope (EES).
24
2.5.2.6  Adjust the Estimated Expected Offset (AEO).
25
2.5.2.7  Adjust the Estimated Expected Slope (AES).
26
2.5.2.8  Calculate the Peak Density on the Disk (DiskNmF2).
28
2.5.2.9  End
29
2.6  The Height of the Peak Density on the Limb (LimbHmF2)
30
2.6.1  Required Input to the Derivation
30
2.6.2  The Derivation
30
2.6.2.1  Begin
30
2.6.2.2  Calculate the Nighttime Sector (SECTOR).
30
2.6.2.3  Calculate the Estimated Expected Offset (EEO).
31
2.6.2.4  Calculate the Estimated Expected Slope (EES).
31
2.6.2.5  Calculate the Height of the Peak Density on the Limb  (LimbHmF2).
32
2.6.2.6  End
32
2.7  The Peak Density on the Limb (LimbNmF2)
33
2.7.1  Required Input to the Derivation
33
2.7.2  The Derivation
33
2.7.2.1  Begin
33
2.7.2.2  Calculate the Maximum Measured Intensity (MMI).
33
2.7.2.3  Calculate the Nighttime Sector (SECTOR).
34
2.7.2.4  Calculate the Estimated Expected Offset (EEO).
34
2.7.2.5  Calculate the Estimated Expected Slope (EES).
35
2.7.2.6  Calculate the Peak Density on the Limb (LimbNmF2).
36
2.7.2.7  End
36
3.  Appendix
37
3.1  Predetermined Data
37
3.1.1  Constants and Coefficients
37
3.1.1.1  JDO-Specific
37
3.1.1.2  OO-Specific
46
3.1.2  Variances
55
3.1.2.1  Nighttime F2-Region Reactions, Rates, and Variances
58
3.1.2.1.1  Definitions of Reactions
58
3.1.2.1.2  Reaction-Rate Partials
59
3.1.2.1.3  Variances Due to the Reactions
60
3.2  Figures
63
4.  Document Modification History
76



1.  Introductiontc "1.  Introduction" \l 1
Welcome to the Language-Independent Description (LID) of the SSUSI Nighttime Non-Auroral F-Region Algorithm.    

This document details the SSUSI Nighttime Non-Auroral F-Region Algorithm in a manner which is independent of any computer programming language or computer hardware architecture.  It is important, though, that the reader have a basic understanding of mathematics (variables raised to a power, square-roots, power series, etc.).

1.1  The SSUSI Nighttime Non-Auroral F-Region Algorithmtc "1.1  The SSUSI Nighttime Non-Auroral F-Region Algorithm" \l 2
The SSUSI Nighttime Non-Auroral F-Region Algorithm attempts to quantify characteristics of the F-Region in the ionosphere.  Specifically, the Algorithm deals with measurements obtained from nighttime latitudes that are NOT within an aurora region.The methods used in the quantification rely upon specific Ultra-Violet emissions as measured by the SSUSI instrument.  The output products are distinguished by region (Disk, Limb, and Nadir) and consist of the following:

HmF2
The Height at which the Peak Density of Electrons occurs, in units of [Kilometers].  Only calculated for Limb and Nadir regions.

NmF2
The Peak Density of Electrons, in units of [electrons*cm-3].  Calculated for Disk, Limb, and Nadir regions.

FoF2
The Plasma Frequency, in units of [seconds-1].  Calculated for Disk, Limb, and Nadir regions.

The algorithms presented herein have been developed to allow the routine conversion of SSUSI nightglow intensities into the ionospheric parameters NmF2 (the F2-layer peak density) and HmF2 (the F2-layer peak height).  Observations at the nadir, disk and limb have been considered largely independently, and this is reflected in the algorithms.  The basis of these algorithms are ionospheric parameters in the Phillips Laboratory GTIM, thermospheric parameters taken from MSIS-86, and a set of reaction rates and cross-sections that form the nightglow model.  Indeed, the algorithms are nothing more than convenient numerical representations seen in a grid of modeling simulations between model ionospheric and nightglow parameters.

At the satellite nadir, observations of line intensity in both 1356A (denoted I1356) and 6300A (denoted I6300) will be made by SSUSI, and both NmF2 and HmF2 can be derived from these observations, according to the modeling study.  NmF2 is related closely to the square root of the 1356A nightglow intensity.  Mathematically, 
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This reflects the generally similar profile shapes produced by GTIM.  However, while the slope, B, is invariant, we are better able to allow for variations in profile shapes by parameterizing the offset parameter, A, with respect to Season, Solar Activity Level, Local Time, and the Region of the observation (the latter essentially determines whether the post-sunset upward vertical drift is strong enough to significantly broaden the profile).  HmF2 can be expressed in terms of the ratio
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Mathematically,
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where the parameterization  was simpler by having two parts to the slope and offset evaluation; one that is a function only of Local Time (A and B) and another that is a function of (actually, a lookup table in) Season and Solar Activity.  A larger scatter in this relationship reflects the neutral temperature modification of the O2 scale height as it affects I6300.

Towards the disk, only a single obsrvation is available (slant I1356) but in a variety of look directions (defined by the nadir angle, theta).  No reliable algorithm relating slant I1356 to HmF2 at any point along the raypath could be found, and it is proposed that interpolation be used to fill in the region between the nadir and limb.  NmF2 (chosen at the ground intersection point of the raypath) was seen to relate to slant I1356.  Mathematically, 
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where both A and B are both functions of Season, Solar Activity Level, Local Time and Nadir Angle, and An and Bn are the offset and slope parameters previously derived for the nadir case.

In the antisunward direction, SSUSI will be providing a limb profile in 1356A intensity.  The parameters of this profile that best relate to ionospheric parameters at the limb location are Imax, the limb profile peak, and Tmax, the tangent height at the limb profile peak.  NmF2 at the limb is related to Imax as
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where A and B are both functions of Season, Solar Activity and Local Time.  HmF2 at the limb was seen to relate to Tmax, with the variations with Local Time being smoother, and the fits being more consistent if an offset of 0.0 was used.  Thus,
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where B is a function of Season, Solar Activity and Local Time.

Each of these relationships is indicated schematically in the SSUSI Nighttime Algorithm Overview chart (see Figure 1 in the Appendix).

1.2  Goals of the Language-Independent Descriptiontc "1.2  Goals of the Language-Independent Description" \l 2
The driving force behind a Language-Independent Description ("LID") is the desire to preserve the intellectual knowledge which lies at the foundation of most scientific software.  A LID attempts to form an agreement (or "contract" if you will) between the theorist and the implementor.  The role of the theorist in creating the LID is to specify the algorithm completely, leaving no room for interpretation on the part of the implementor.  The role of the implementor is to take the LID and develop it into an operational system, meeting the requirements of the particular system with respect to design methodology, maintainability, speed, and so on.

Modern programming languages do not serve as an optimal medium for LID expression.  Programming languages often impose a syntax which constrains the expressive ability of the LID author.  In addition, programming languages can be complex and can possess hidden subtleties.  The syntax alone can place a double-requirement upon the author, because the author is forced to become both a theorist and a programmer.  In the modern world, where computer programming languages and computer architectures are in a state of constant evolution, tying the expression of knowledge to a programming language can be a costly and error-prone mistake.

To summarize then, the SSUSI Nighttime Non-Auroral F-Region Algorithm Language-Independent Description attempts to:

•
Clearly, and without interpretation, express the derivations of the Nighttime Non-Auroral F-Region data products.

•
Provide an easily understood sequence of calculations which are broken down into "atomic" steps.

•
Immortalize the algorithm by transcending any particular programming language or computer architecture, thereby preserving the knowledge and portability.  

•
Provide a basis for testing, in that test cases can be based upon the LID, and expected results can be computed by an external method (verification from an external source).

•
Enhance requirements traceability.  Since each step in the LID is "atomic" and is labeled, the implementor can easily document where and how each step is accomplished.  This forms a cross-reference between the code and the LID.

•
Enhance maintainability.  Due to the labeling of the steps in the LID, a maintainer of the code should be able to easily identify where changes should be made, and where they should not!

•
Leave sufficient room for "creativity" on the part of the Implementor, so that coding the algorithm in a programming language does not become a robotic process.

1.3  Creditstc "1.3  Credits" \l 2
This document is based upon the FORTRAN implementation of the SSUSI Nighttime Non-Auroral F-Region Algorithm.  The FORTRAN implementation was designed, developed, and implemented by:

Matthew W. Fox

of

Center for Space Physics

Boston University

725 Commonwealth Ave.

Boston, MA  02215

All appropriate credit should go to the aforementioned individual, including, but not limited to, all works that his FORTRAN implementation referenced.

2.  Derivations of the Nighttime Non-Auroral F-Region Data Productstc "2.  Derivations of the Nighttime Non-Auroral F-Region Data Products" \l 1
This section contains the derivations of all SSUSI Nighttime Non-Auroral F-Region data products.  The first subsection, "General Algorithm Expectations", exposes the linkage and preprocessing expectations common to all of the derivations.  Implied subtleties are also included there.

Following the "General Algorithm Expectations" subsection are the individual data-product derivations.  Each derivation begins with a listing of the input parameters required, a formal "Begin" indicator, the steps in the derivation, and a concluding "End" indicator.

2.1  General Algorithm Expectations (Required Preprocessing)tc "2.1  General Algorithm Expectations (Required Preprocessing)" \l 2
This section contains the derivations of data items that are required as input to the derivations of  NmF2, HmF2, and indirectly, FoF2.  In a sense, the items calculated herein are globally used data items, and therefore their derivations were optimized out of each data product derivation and into this section.

2.1.1  The Season (SEASON)tc "2.1.1  The Season (SEASON)" \l 3
2.1.1.1  Required Input to the Derivationtc "2.1.1.1  Required Input to the Derivation" \l 4
The following data-item is required, as input, by the SEASON derivation:

DAY
The day of the year, in units of [Days].

2.1.1.2  The Derivationtc "2.1.1.2  The Derivation" \l 4
2.1.1.2.1  Begintc "2.1.1.2.1  Begin" \l 5
2.1.1.2.2  Calculate the Season (SEASON).tc "2.1.1.2.2  Calculate the Season (SEASON)." \l 5
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where:

EQUINOX =
A descriptive name for the specified days of the year.  For the purposes of the Nighttime Non-Auroral Algorithm, no distinction is necessary between the March or September Equinox.

SOLSTICEjun =
A descriptive name for the specified days of the year referred to as the June Solstice.

SOLSTICEdec =
A descriptive name for the specified days of the year referred to as the December Solstice.

2.1.1.2.3  Endtc "2.1.1.2.3  End" \l 5
2.1.2  The Solar Activity Level (SAL)tc "2.1.2  The Solar Activity Level (SAL)" \l 3
2.1.2.1  Required Input to the Derivationtc "2.1.2.1  Required Input to the Derivation" \l 4
The following data-item is required, as input, by the SAL derivation:

F10P7
The Solar Activity Index, in units of [Solar Flux].

2.1.2.2  The Derivationtc "2.1.2.2  The Derivation" \l 4
2.1.2.2.1  Begintc "2.1.2.2.1  Begin" \l 5
2.1.2.2.2  Calculate the Solar Activity Level (SAL).tc "2.1.2.2.2  Calculate the Solar Activity Level (SAL)." \l 5
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where:

MINIMUM, MODERATE, and MAXIMUM = Descriptive names for the specified levels of solar activity.

2.1.2.2.3  Endtc "2.1.2.2.3  End" \l 5
2.2  The Height of the Peak Density at Nadir (NadirHmF2)tc "2.2  The Height of the Peak Density at Nadir (NadirHmF2)" \l 2
2.2.1  Required Input to the Derivationtc "2.2.1  Required Input to the Derivation" \l 3
The following data-items are required, as input, by the Nadir HmF2 derivation:

I1356
The measured 1356A intensity, in units of [Rayleighs].

VI1356
The Variance associated with the measured 1356A intensity, in units of [Rayleighs]2.

I6300
The measured 6300A intensity, in units of [Rayleighs].

VI6300
The Variance associated with the measured 6300A intensity, in units of [Rayleighs]2.

LT
The Local Time at which the intensities were measured, in units of [Hours].  Expected range is 0.0 to 24.0.

SAL
The Solar Activity Level during which the intensities were measured, in units of [unitless].  The SAL is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

SEASON
The Season of the year in which the intensities were measured, in units of [unitless].  The SEASON is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

2.2.2  The Derivationtc "2.2.2  The Derivation" \l 3
2.2.2.1  Begintc "2.2.2.1  Begin" \l 4
2.2.2.2  Calculate the Measured Intensity Ratio (MIR).tc "2.2.2.2  Calculate the Measured Intensity Ratio (MIR)." \l 4
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where:

I1356 =
The measured Intensity at 1356 Angstroms.

I6300 =
The measured Intensity at 6300 Angstroms.

Calculate the Variance in the Measured Intensity Ratio (VMIR).
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where:

I1356 =
The measured Intensity at 1356 Angstroms.

VI1356 =
The Variance associated with I1356.

I6300 =
The measured Intensity at 6300 Angstroms.

VI6300 =
The Variance associated with I6300.

2.2.2.3  Calculate the Scaled Local Time (SLT).tc "2.2.2.3  Calculate the Scaled Local Time (SLT)." \l 4
The SLT is continuous throughout the night, without a discontinuity at the 2400LT-0000LT boundary.  This permits the polynomial fits made of A and B parameters with respect to Local Time in one continuous sweep.  SLT is an item that applies to both Nadir and Disk algorithms.
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where:

LT =
The Local Time.

2.2.2.4  Calculate the Estimated Expected Offset (EEO).tc "2.2.2.4  Calculate the Estimated Expected Offset (EEO)." \l 4
The Height of the Peak Density (HmF2), at Nadir, is a linear function of MIR (the Measured Intensity Ratio).  For discussion purposes, let HmF2 = A + B*MIR.  The linear function has offset A, and that is the goal of this step.  The offset itself, as can be noted from the following equation, is a linear function of the Scaled Local Time (SLT).  Figures 2 in the Appendix shows some examples of fits of Nadir HmF2 versus MIR for March conditions at four local times (19-22LT). Figure 3 in the Appendix  shows how the coefficients AandB of the linear fit vary with Local Time for several seasons and solar activity levels (SolarMin, Moderate,Solar Max) .
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where:

CNadirHmF2EEOoffset = The Predetermined Offset of the Offset-of-the-linear-function-of-HmF2.

CNadirHmF2EEOslope = The Predetermined Slope of the Offset-of-the-linear-function-of-HmF2.

Calculate the Variance in the Estimated Expected Offset (VEEO).
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where:

VNadirHmF2EEOoffset = The Predetermined Variance associated with the Offset of the Offset-of-the-linear-function-of-HmF2.

VNadirHmF2EEOslope = The Predetermined Variance associated with the Slope of the Offset-of-the-linear-function-of-HmF2.

2.2.2.5  Calculate the Estimated Expected Slope (EES).tc "2.2.2.5  Calculate the Estimated Expected Slope (EES)." \l 4
The Height of the Peak Density (HmF2), at Nadir, is a linear function of MIR (the Measured Intensity Ratio).  For discussion purposes, let HmF2 = A + B*MIR.  The linear function has slope B, and that is the goal of this step.  The slope itself, as can be noted from the following equation, is a linear function of the Scaled Local Time (SLT).
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where:

CNadirHmF2EESoffset = The Predetermined Offset of the Slope-of-the-linear-function-of-HmF2.

CNadirHmF2EESslope = The Predetermined Slope of the Slope-of-the-linear-function-of-HmF2.

Calculate the Variance in the Estimated Expected Slope (VEES).
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where:

VNadirHmF2EESoffset = The Predetermined Variance associated with the Offset of the Slope-of-the-linear-function-of-HmF2.

VNadirHmF2EESslope = The Predetermined Variance associated with the Slope of the Slope-of-the-linear-function-of-HmF2.

2.2.2.6  Adjust the Estimated Expected Offset (AEO).tc "2.2.2.6  Adjust the Estimated Expected Offset (AEO)." \l 4
This step accounts for variations in the Estimated Expected Offset (EEO) due to Season (SEASON) and Solar Activity Level (SAL).
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where:

CNadirHmF2AEO = The Predetermined Adjustment to the Offset-of-the-linear-function-of-HmF2.

2.2.2.7  Adjust the Estimated Expected Slope (AES).tc "2.2.2.7  Adjust the Estimated Expected Slope (AES)." \l 4
This step accounts for variations in the Estimated Expected Slope (EES) due to Season (SEASON) and Solar Activity Level (SAL).
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where:

CNadirHmF2AES = The Predetermined Adjustment to the Slope-of-the-linear-function-of-HmF2.

2.2.2.8  Calculate the Height of the Peak Density at Nadir  (NadirHmF2).tc "2.2.2.8  Calculate the Height of the Peak Density at Nadir  (NadirHmF2)." \l 4
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Calculate the Variance in the Height of the Peak Density at Nadir (VNadirHmF2).
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where:

VRatesNadirHmF2 = The Predetermined Variance associated with the Reaction Rates relevant to Nadir HmF2.  Please refer to the Appendix (Section 3.1.2.1.3) for information about this value.

2.2.2.9  Endtc "2.2.2.9  End" \l 4
2.3  The Peak Density at Nadir (NadirNmF2)tc "2.3  The Peak Density at Nadir (NadirNmF2)" \l 2
2.3.1  Required Input to the Derivationtc "2.3.1  Required Input to the Derivation" \l 3
The following data-items are required, as input, by the Nadir NmF2 derivation:

I1356
The measured 1356A intensity, in units of [Rayleighs].

VI1356
The Variance associated with the measured 1356A intensity, in units of [Rayleighs]2.

LT
The Local Time at which the intensities were measured, in units of [Hours].  Expected range is 0.0 to 24.0.

LATpix
The Latitude of the Nighttime Non-Auroral Pixel currently being analyzed, in units of [Degrees].  Expected range is -90.0 to +90.0.

LATnac
The Latitude of the Northern Anomaly Crest, in units of [Degrees].  Expected range is 0.0 to +90.0.

LATsac
The Latitude of the Southern Anomaly Crest, in units of [Degrees].  Expected range is -90.0 to 0.0.

SAL
The Solar Activity Level during which the intensities were measured, in units of [unitless].  The SAL is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

SEASON
The Season of the year in which the intensities were measured, in units of [unitless].  The SEASON is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

2.3.2  The Derivationtc "2.3.2  The Derivation" \l 3
2.3.2.1  Begintc "2.3.2.1  Begin" \l 4
2.3.2.2  Calculate the Measured Intensity (MI).tc "2.3.2.2  Calculate the Measured Intensity (MI)." \l 4
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where:

I1356 =
The measured Intensity at 1356 Angstroms.

Calculate the Variance in the Measured Intensity (VMI).
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where:

I1356 =
The measured Intensity at 1356 Angstroms.

VI1356 =
The Variance associated with I1356.

2.3.2.3  Calculate the Scaled Local Time (SLT).tc "2.3.2.3  Calculate the Scaled Local Time (SLT)." \l 4
The SLT is continuous throughout the night, without a discontinuity at the 2400LT-0000LT boundary.  This permits the polynomial fits made of A and B parameters with respect to Local Time in one continuous sweep.  SLT is an item that applies to both Nadir and Disk algorithms.
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where:

LT =
The Local Time.

2.3.2.4  Calculate the Region (REGION).tc "2.3.2.4  Calculate the Region (REGION)." \l 4
When radiative recombination dominates 1356A emission,
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Physically, in the presence of upward vertical drifts in the hours following sunset, electron density profiles can become very broad.  If one thinks in terms of a "fountain" effect, forming crests in ionization, then the region between these crests can be considered as equatorial (for the purpose of the NadirNmF2 derivation).  So, the presence of upward vertical drifts is determined if there are equatorial anomaly crests, and in particular, whether there are peaks in the nadir 1356A intensity in both hemispheres.  If there are TWO peaks, then the inter-crest region is defined to be equatorial.  Otherwise, if there is only 1 peak (or none), the region is considered to be non-equatorial (i.e. midlatitude).
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where:

EQUATORIAL =
Predetermined region representing latitudes that are between the Northern and Southern Anomaly Crests.

MIDLATITUDE = Predetermined region representing latitudes that are outside of the Northern and Southern Anomaly Crests.

2.3.2.5  Calculate the Estimated Expected Offset (EEO).tc "2.3.2.5  Calculate the Estimated Expected Offset (EEO)." \l 4
The Peak Density (NmF2), at Nadir, is a linear function of MI (the Measured Intensity).  For discussion purposes, let NmF2 = A + B*MI.  The linear function has offset A, and that is the goal of this step.
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where:

CNadirNmF2EEO = The Predetermined Average Offset of the linear function of NmF2.

Calculate the Variance in the Estimated Expected Offset (VEEO).

Like all other variances, VEEO has two terms:


1.  From the parameter-fitting domain ([image: image448.wmf]NmF
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2.  From the LT-fitting domain (A as a function of LT).

The first term, as seen in Figure 4 in the Appendix, has an exponential-decay character after sunset, relating to the lesser degree of variability in profile shapes as time increases past sunset.

The second term is the Single-Value-Decomposition result from fitting polynomials in LT to the derived variations of the best-fit A (offset) parameters. This is clearly the larger term, but didn't vary with SEASON or SAL, so an average value of [image: image449.wmf]5
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where:

SLT =
The Scaled Local Time.
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2.3.2.6  Calculate the Estimated Expected Slope (EES).tc "2.3.2.6  Calculate the Estimated Expected Slope (EES)." \l 4
The Peak Density (NmF2), at Nadir, is a linear function of MI (the Measured Intensity).  For discussion purposes, let NmF2 = A + B*MI.  The linear function has slope B, and that is the goal of this step.
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where:

CNadirNmF2EES = The Predetermined Average Slope of the linear function of NmF2.

Calculate the Variance in the Estimated Expected Slope (VEES).


[image: image453.wmf]VEES

=

VNadirNmF

2

EES


where:

VNadirNmF2EES = The Predetermined Variance associated with the Estimated Expected Slope.

2.3.2.7  Adjust the Estimated Expected Offset (AEO).tc "2.3.2.7  Adjust the Estimated Expected Offset (AEO)." \l 4
The best relationship between Nadir NmF2 and [image: image454.wmf]I
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 was a straight line, with a slope that was constant under ALL situations (around [image: image455.wmf]2
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).  However, there is a dependence in this close relationship on the shape of the electron density profiles.  This comes into play by adjusting the best-fit offset value according to different situations.  There are two types of corrections to this offset value, beyond the one that is dependent on the "region" of the observation.

The first correction is for the pre-midnight sector.  This is due to variations in layer shapes related to the strong-upward-drift post-sunset conditions.  Here, the variations in LT of the best fit A values are summarized by a polynomial fit in SLT (=LT here), in the same fashion as polynomial LT fits to coefficients are used elsewhere.

The second set of corrections are for the post-midnight sector.  While there were no significant LT-based variations in profile shape, a study of the lowest NmF2/[image: image456.wmf]I

1356

 values showed that the widths of the narrowest profiles were functions of the Solar Activity Level (SAL).  The corrections to the offset here are increasing as the SAL decreases (and the profile narrows).
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where:

CNadirNmF2AEO = The Predetermined Coefficients which compensate for Season, Solar Activity Level, and Region.
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2.3.2.8  Calculate the Peak Density at Nadir (NadirNmF2).tc "2.3.2.8  Calculate the Peak Density at Nadir (NadirNmF2)." \l 4
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Calculate the Variance in the Peak Density at Nadir (VNadirNmF2).


[image: image460.wmf]VNadirNmF
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where:

VRatesNadirNmF2 = The Predetermined Variance associated with the Reaction Rates relevant to Nadir NmF2.  Please refer to the Appendix (Section 3.1.2.1.3) for information about this value.

2.3.2.9  Endtc "2.3.2.9  End" \l 4
2.4  The Plasma Frequency at Nadir(NadirFoF2), Disk(DiskFoF2) and Limb(FoF2)tc "2.4  The Plasma Frequency at Nadir (NadirFoF2) ), Disk(DiskFoF2) and Limb(FoF2)" \l 2
2.4.1  Required Input to the Derivationtc "2.4.1  Required Input to the Derivation" \l 3
The  plasma frequency on the Disk (DiskFoF2) and the plasma frequency on the Limb (LimbFoF2) are calculated the same way as the plasma frequency at Nadir.

The following data-items are required, as input, by the Nadir FoF2 derivation:

NadirNmF2
The Peak Density at Nadir, in units of [centimeters-3].  NadirNmF2 is a product of the Nighttime Peak Density at Nadir (NadirNmF2) derivation.

VNadirNmF2
The Variance associated with the Peak Density at Nadir, in units of [centimeters-3]2.  VNadirNmF2 is a product of the Nighttime Peak Density at Nadir (NadirNmF2) derivation.

2.4.2  The Derivationtc "2.4.2  The Derivation" \l 3
2.4.2.1  Begintc "2.4.2.1  Begin" \l 4
2.4.2.2  Calculate the Plasma Frequency at Nadir (NadirFoF2).tc "2.4.2.2  Calculate the Plasma Frequency at Nadir (NadirFoF2)." \l 4
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Calculate the Variance in the Plasma Frequency at Nadir (VNadirFoF2).
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2.4.2.3  Endtc "2.4.2.3  End" \l 4
2.5  The Peak Density on the Disk (DiskNmF2)tc "2.5  The Peak Density on the Disk (DiskNmF2)" \l 2
The algorithms that best related slant 1356A intensities in the model with NmF2 on the Disk (at the location of the ground-intersection point of the raypath) were based on the following:

•
A reliable relationship observed between NmF2 and [image: image463.wmf]I

1356

Slant

 under all conditions (Nadir Angles, LTs, Seasons, and SALs).

•
A smooth variation in Nadir Angle of the best-fit A and B parameters that related NmF2 and [image: image464.wmf]I

1356
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 under all conditions (LTs, Seasons, and SALs).  The quadratic fits in Nadir Angle provided a good description, with the additional requirement that the offset value of this relation is zero to ensure continuity of the disk algorithms (at Theta = 0.0) with the Nadir algorithms.  To apply this explicitly, the values of A and B that have been provided in coefficient form as part of the algorithms, are made with respect to the values derived at Nadir. Thus, when A and B are being reconstructed at the disk, the nadir values as well as their accompanying variances are also passed to the disk subroutine.

•
A smooth variation in the Nadir Angle coefficient with respect to Local Time. A polynomial representation in LT was used.

•
A tabulation of the coefficients on the Season-SAL grid.

2.5.1  Required Input to the Derivationtc "2.5.1  Required Input to the Derivation" \l 3
The following data-items are required, as input, by the Disk NmF2 derivation:

AEONadirNmF2
The Adjusted Expected Offset of the linear function of NmF2 at Nadir.  The AEO is an intermediate product of the Nighttime Nadir NmF2 derivation.

VEEONadirNmF2
The Variance associated with the Estimated Expected Offset of the linear function of NmF2 at Nadir.  The EEO is an intermediate product of the Nighttime Nadir NmF2 derivation.

EESNadirNmF2
The Estimated Expected Slope of the linear function of NmF2 at Nadir.  The EES is an intermediate product of the Nighttime Nadir NmF2 derivation.

VEESNadirNmF2
The Variance associated with the Estimated Expected Slope of the linear function of NmF2 at Nadir.  The EES is an intermediate product of the Nighttime Nadir NmF2 derivation.

I1356
The measured 1356A intensity, in units of [Rayleighs].

VI1356
The Variance associated with the measured 1356A intensity, in units of [Rayleighs]2.

LT
The Local Time at which the intensities were measured, in units of [Hours].  Expected range is 0.0 to 24.0.

NadirAngle
The Nadir Angle at which the measured intensity (I1356) was observed, in units of [Degrees].  The NadirAngle is expected to be positive to the East, and negative to the West.

SAL
The Solar Activity Level during which the intensities were measured, in units of [unitless].  The SAL is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

SEASON
The Season of the year in which the intensities were measured, in units of [unitless].  The SEASON is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

2.5.2  The Derivationtc "2.5.2  The Derivation" \l 3
2.5.2.1  Begintc "2.5.2.1  Begin" \l 4
2.5.2.2  Calculate the Measured Intensity (MI).tc "2.5.2.2  Calculate the Measured Intensity (MI)." \l 4

[image: image465.wmf]MI
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where:

I1356 =
The measured Intensity at 1356 Angstroms.  Note that this is a "Slant" intensity, not a "Rectified" intensity.

Calculate the Variance in the Measured Intensity (VMI).
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where:

I1356 =
The measured Intensity at 1356 Angstroms.

VI1356 =
The Variance associated with I1356.

2.5.2.3  Calculate the Scaled Local Time (SLT).tc "2.5.2.3  Calculate the Scaled Local Time (SLT)." \l 4
The SLT is continuous throughout the night, without a discontinuity at the 2400LT-0000LT boundary.  This permits the polynomial fits made of A and B parameters with respect to Local Time in one continuous sweep.  SLT is an item that applies to both Nadir and Disk algorithms.


[image: image467.wmf]
where:

LT =
The Local Time.

2.5.2.4  Calculate the Estimated Expected Offset (EEO).tc "2.5.2.4  Calculate the Estimated Expected Offset (EEO)." \l 4
The Peak Density (NmF2), on Disk, is a linear function of MI (the Measured Intensity).  For discussion purposes, let NmF2 = A + B*MI.  The linear function has offset A, and that is the goal of this step.


[image: image468.wmf]
where:

AEONadirNmF2 = The Adjusted Expected Offset of the linear function of NmF2 at Nadir (see the Nadir NmF2 derivation).

2.5.2.5  Calculate the Estimated Expected Slope (EES).tc "2.5.2.5  Calculate the Estimated Expected Slope (EES)." \l 4
The Peak Density (NmF2), on Disk, is a linear function of MI (the Measured Intensity).  For discussion purposes, let NmF2 = A + B*MI.  The linear function has slope B, and that is the goal of this step.


[image: image469.wmf]
where:

EESNadirNmF2 = The Estimated Expected Slope of the linear function of NmF2 at Nadir (see the Nadir NmF2 derivation).

2.5.2.6  Adjust the Estimated Expected Offset (AEO).tc "2.5.2.6  Adjust the Estimated Expected Offset (AEO)." \l 4
As was detailed at the beginning of this, the DiskNmF2 derivation, the parameterization for the offset took the following forms:

•
A reliable relationship observed between NmF2 and [image: image470.wmf] under all conditions (Nadir Angles, LTs, Seasons, SALs).

•
A quadratic variation in Nadir Angle of the best-fit A and B parameters that related NmF2 and [image: image471.wmf] under all conditions, and was made relative to the Nadir terms.

•
A smooth variation in the Nadir Angle coefficient with respect to Local Time. A polynomial representation in LT was used.

•
A tabulation of the coefficients on the Season-SAL grid.


[image: image472.wmf]
where:

NadirAngle =
The Nadir Angle at which the Measured Intensity (MI) was observed.



[image: image473.wmf]
where:

CDiskNmF2AEO = The Predetermined Coefficients which compensate for Season and Solar Activity Level.


[image: image474.wmf]
Calculate the Variance in the Adjusted Expected Offset (VAEO).

Due to the parameterization forms described above (in this step), the variance in the Adjusted Expected Offset, VAEO, has contributions from each of:

•
The Single-Value-Decomposition scatter about the fits of NmF2 and slant I1356 (as a function of Season; accounted-for below).

•
The Single-Value-Decomposition scatter about A and B vs Nadir Angle.  In principle, the derived quadratic fit coefficients will each have variances, but these have been summed over Nadir Angles to obtain single variances due to the Nadir Angle fits (as a function of Season; accounted-for below).

•
The Single-Value-Decomposition scatter about the above coefficients vs LT.  In principle, these coefficients will also each have variances, but these have been summed over LTs to obtain single variances due to the LT fits (as a function of Season; accounted-for below).

•
The variance in the Nadir value (accounted-for in the final variance calculation of this derivation, VDiskNmF2).

The following expression for VAEO arbitrarily includes only the first three terms listed above, which relate to the Disk. The fourth term in the list arises because  nadir values are used in the derivation of AEO. The corresponding variance contribution is added at the final stage of calculating VDiskNmF2 in Section 2.5.2.8. 


[image: image475.wmf]
where:

VDiskNmF2EEO = The Predetermined Variance associated with the Disk NmF2 linear offset (EEO), as a function of Season.

VDiskNmF2AEOSLT = The Predetermined Variance in the Disk NmF2 adjusted linear offset (AEO) due to the Scaled Local Time (SLT), as a function of Season.

VDiskNmF2AEONadirAngle = The Predetermined Variance in the Disk NmF2 adjusted linear offset (AEO) due to the Nadir Angle, as a function of Season.

2.5.2.7  Adjust the Estimated Expected Slope (AES).tc "2.5.2.7  Adjust the Estimated Expected Slope (AES)." \l 4
As was detailed at the beginning of this, the DiskNmF2 derivation, the parameterization for the slope took the following forms:

•
A reliable relationship observed between NmF2 and [image: image476.wmf] under all conditions (Nadir Angles, LTs, Seasons, SALs).

•
A quadratic variation in Nadir Angle of the best-fit A and B parameters that related NmF2 and [image: image477.wmf] under all conditions, and was made relative to the Nadir terms.

•
A smooth variation in the Nadir Angle coefficient with respect to Local Time. A polynomial representation in LT was used.

•
A tabulation of the coefficients on the Season-SAL grid.


[image: image478.wmf]
where:

NadirAngle =
The Nadir Angle at which the Measured Intensity (MI) was observed.



[image: image479.wmf]
where:

CDiskNmF2AES = The Predetermined Coefficients which compensate for Season and Solar Activity Level.


[image: image480.wmf]
Calculate the Variance in the Adjusted Expected Slope (VAES).

Due to the parameterization forms described above (in this step), the variance in the Adjusted Expected Slope, VAES, has contributions from each of:

•
The Single-Value-Decomposition scatter about the fits of NmF2 and slant I1356 (as a function of Season; accounted-for below).

•
The Single-Value-Decomposition scatter about A and B vs Nadir Angle.  In principle, the derived quadratic fit coefficients will each have variances, but these have been summed over Nadir Angles to obtain single variances due to the Nadir Angle fits (as a function of Season; accounted-for below).

•
The Single-Value-Decomposition scatter about the above coefficients vs LT.  In principle, these coefficients will also each have variances, but these have been summed over LTs to obtain single variances due to the LT fits (as a function of Season; accounted-for below).

•
The variance in the Nadir value (accounted-for in the final variance calculation of this derivation, VDiskNmF2). As for the case of VAEO discussed above (page 22), the nadir term is omitted in VAES, but will be included in the final calculation of VdiskNmF2 in section 2.5.2.8.
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where:

VDiskNmF2EES = The Predetermined Variance associated with the Disk NmF2 linear slope (EES), as a function of Season.

VDiskNmF2AESSLT = The Predetermined Variance in the Disk NmF2 adjusted linear slope (AES) due to the Scaled Local Time (SLT), as a function of Season.

VDiskNmF2AESNadirAngle = The Predetermined Variance in the Disk NmF2 adjusted linear slope (AES) due to the Nadir Angle, as a function of Season.

2.5.2.8  Calculate the Peak Density on the Disk (DiskNmF2).tc "2.5.2.8  Calculate the Peak Density on the Disk (DiskNmF2)." \l 4
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Calculate the Variance in the Peak Density on the Disk (VDiskNmF2).

VDiskNmF2  = (VAEODiskNmF2    + VEEONadirNmF2 ) + (AES DiskNmF2 )2  VMIDiskNmF2   + 
(VAESDiskNmF2    + VEESNadirNmF2 )  (MIDiskNmF2 )2   +VRatesDiskNmF2    +VRatesNadirNmF2
where:

VRatesDiskNmF2 = The Predetermined Variance associated with the Reaction Rates relevant to Disk NmF2.  Please refer to the Appendix (Section 3.1.2.1.3) for information about this value.

VRatesNadirNmF2 = The Predetermined Variance associated with the Reaction Rates relevant to nadir NmF2 (see section 2.3.2.8).  Please refer to the Appendix (Section 3.1.2.1.3) for information about this value.

Note: At first sight it may not be obvious where the terms VEEONadirNmF2 and VEESNadirNmF2 came from.  See discussion on pages 22 and 23.

2.5.2.9  Endtc "2.5.2.9  End" \l 4
2.6  The Height of the Peak Density on the Limb (LimbHmF2)tc "2.6  The Height of the Peak Density on the Limb (LimbHmF2)" \l 2
2.6.1  Required Input to the Derivationtc "2.6.1  Required Input to the Derivation" \l 3
The following data-items are required, as input, by the Limb HmF2 derivation:

LT
The Local Time at which the intensities were measured, in units of [Hours].  Expected range is 0.0 to 24.0.

SAL
The Solar Activity Level during which the intensities were measured, in units of [unitless].  The SAL is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

SEASON
The Season of the year in which the intensities were measured, in units of [unitless].  The SEASON is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

THM
The Tangent Height at the point on the Limb where the Maximum 1356-Angstrom Intensity was measured, in units of [Kilometers].

VTHM
The Variance associated with the Tangent Height at the point on the Limb where the Maximum 1356-Angstrom Intensity was measured, in units of [Kilometers]2.

2.6.2  The Derivationtc "2.6.2  The Derivation" \l 3
2.6.2.1  Begintc "2.6.2.1  Begin" \l 4
2.6.2.2  Calculate the Nighttime Sector (SECTOR).tc "2.6.2.2  Calculate the Nighttime Sector (SECTOR)." \l 4
The Limb algorithms use the Local Time directly, without the scaling as performed in the Nadir and Disk derivations (SLT).  This difference relates to the geometry of the observations.  SSUSI will be providing the limb profile in 1356A only at the anti-sunward limb.  Thus, in the evening sector, the satellite scans the eastern limb, while in the morning sector, it scans the western limb.  It follows that the ionosphere scanned from one side of midnight is substantially different to that scanned when the satellite is on the other side of midnight.  Therefore, A and B parameters do NOT vary smoothly over the midnight boundary.  Two separate sets of polynomial fits are performed, relating to the look direction of the scan.  The coefficient sets reflect the additional gridding by SECTOR.
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2.6.2.3  Calculate the Estimated Expected Offset (EEO).tc "2.6.2.3  Calculate the Estimated Expected Offset (EEO)." \l 4
The Height of the Peak Density (HmF2), on the Limb, is a linear function of THM (the Tangent Height of the Maximum 1356-Angstrom Intensity).  For discussion purposes, and consistency with the other derivations, let HmF2 = A + B*THM.  However, HmF2 on the Limb was best-behaved when the offset A was zero.  Thus, for purposes of this derivation, and to emphasize that the value of A is zero, explicitly set the offset value and variance to zero.
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Calculate the Variance in the Estimated Expected Offset (VEEO).
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2.6.2.4  Calculate the Estimated Expected Slope (EES).tc "2.6.2.4  Calculate the Estimated Expected Slope (EES)." \l 4
The Height of the Peak Density (HmF2), on the Limb, is a linear function of THM (the Tangent Height of the Maximum 1356-Angstrom Intensity).  For discussion purposes, let HmF2 = A + B*THM.  The linear function has slope B, and that is the goal of this step.  The slope itself, as can be noted from the following equation, is a linear function of the Local Time (LT).
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where:

CLimbHmF2EESoffset = The Predetermined Offset of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of Sector, Season, and SAL.

CLimbHmF2EESslope = The Predetermined Slope of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of Sector, Season, and SAL.

Calculate the Variance in the Estimated Expected Slope (VEES).
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where:

VLimbHmF2EESslope = The Predetermined Variance associated with the Slope of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of Season.

VLimbHmF2EESLT = The Predetermined Variance associated with the Slope of the Slope-of-the-linear-function-of-Limb-HmF2 versus Local Time, as a function of Season.

2.6.2.5  Calculate the Height of the Peak Density on the Limb  (LimbHmF2).tc "2.6.2.5  Calculate the Height of the Peak Density on the Limb  (LimbHmF2)." \l 4
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Calculate the Variance in the Height of the Peak Density on the Limb (VLimbHmF2).
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where:

VRatesLimbHmF2 = The Predetermined Variance associated with the Reaction Rates relevant to Limb HmF2.  Please refer to the Appendix (Section 3.1.2.1.3) for information about this value.

2.6.2.6  Endtc "2.6.2.6  End" \l 4
2.7  The Peak Density on the Limb (LimbNmF2)tc "2.7  The Peak Density on the Limb (LimbNmF2)" \l 2
2.7.1  Required Input to the Derivationtc "2.7.1  Required Input to the Derivation" \l 3
The following data-items are required, as input, by the Limb NmF2 derivation:

LT
The Local Time at which the Maximum Measured Intensity (MMI) was measured, in units of [Hours].  Expected range is 0.0 to 24.0.

I1356max
The maximum Measured 1356-Angstrom Intensity on the Limb at a specific latitude, in units of [Rayleighs].

VI1356max
The Variance associated with the maximum Measured 1356-Angstrom Intensity on the Limb at a specific latitude, in units of [Rayleighs]2.

SAL
The Solar Activity Level during which the intensities were measured, in units of [unitless].  The SAL is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

SEASON
The Season of the year in which the intensities were measured, in units of [unitless].  The SEASON is one of the data products of the "General Algorithm Expectations (Required Preprocessing)" section of this LID.

2.7.2  The Derivationtc "2.7.2  The Derivation" \l 3
2.7.2.1  Begintc "2.7.2.1  Begin" \l 4
2.7.2.2  Calculate the Maximum Measured Intensity (MMI).tc "2.7.2.2  Calculate the Maximum Measured Intensity (MMI)." \l 4
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where:

I1356max =
The maximum measured Intensity at 1356 Angstroms.  Note that this is a "Slant" intensity, not a "Rectified" intensity.

Calculate the Variance in the Maximum Measured Intensity (VMMI).
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where:

I1356max =
The maximum measured Intensity at 1356 Angstroms.

VI1356max =
The Variance associated with I1356max.

2.7.2.3  Calculate the Nighttime Sector (SECTOR).tc "2.7.2.3  Calculate the Nighttime Sector (SECTOR)." \l 4
The Limb algorithms use the Local Time directly, without the scaling as performed in the Nadir and Disk derivations (SLT).  This difference relates to the geometry of the observations.  SSUSI will be providing the limb profile in 1356A only at the anti-sunward limb.  Thus, in the evening sector, the satellite scans the eastern limb, while in the morning sector, it scans the western limb.  It follows that the ionosphere scanned from one side of midnight is substantially different to that scanned when the satellite is on the other side of midnight.  Therefore, A and B parameters do NOT vary smoothly over the midnight boundary.  Two separate sets of polynomial fits are performed, relating to the look direction of the scan.  The coefficient sets reflect the additional gridding by SECTOR.
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2.7.2.4  Calculate the Estimated Expected Offset (EEO).tc "2.7.2.4  Calculate the Estimated Expected Offset (EEO)." \l 4
The Peak Density (NmF2), on the Limb, is a linear function of MMI (the Maximum Measured 1356-Angstrom Intensity).  For discussion purposes, let NmF2 = A + B*MMI.  The linear function has offset A, and that is the goal of this step.


[image: image493.wmf]EEO

=

CLimbNmF

2

EEO

n

,

SECTOR

,

SEASON

,

SAL

[

]

*

LT

(

)

n

n

=

0

3

å


where:

CLimbNmF2EEO = The Predetermined Coefficients of the Offset of the linear function of NmF2.

Calculate the Variance in the Estimated Expected Offset (VEEO).
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where:

VLimbNmF2EEO = The Predetermined Variance associated with the Offset of the  linear function of NmF2.

VLimbNmF2EEOLT = The Predetermined Variance associated with the Offset of the linear function of NmF2, versus Local Time.

2.7.2.5  Calculate the Estimated Expected Slope (EES).tc "2.7.2.5  Calculate the Estimated Expected Slope (EES)." \l 4
The Peak Density (NmF2), on the Limb, is a linear function of MMI (the Maximum Measured 1356-Angstrom Intensity).  For discussion purposes, let NmF2 = A + B*MMI.  The linear function has slope B, and that is the goal of this step.
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where:

CLimbNmF2EES = The Predetermined Coefficients of the Slope of the linear function of NmF2.

Calculate the Variance in the Estimated Expected Slope (VEES).


[image: image496.wmf]VEES

=

VLimbNmF

2

EES

SEASON

[

]

+

VLimbNmF

2

EESLT

SEASON

[

]


where:

VLimbNmF2EES = The Predetermined Variance associated with the Slope of the linear function of NmF2.

VLimbNmF2EESLT = The Predetermined Variance associated with the Slope of the linear function of NmF2, versus Local Time.

2.7.2.6  Calculate the Peak Density on the Limb (LimbNmF2).tc "2.7.2.6  Calculate the Peak Density on the Limb (LimbNmF2)." \l 4

[image: image497.wmf]LimbNmF

2

=

EEO

+

EES

*

MMI


Calculate the Variance in the Peak Density on the Limb (VLimbNmF2).
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where:

VRatesLimbNmF2 = The Predetermined Variance associated with the Reaction Rates relevant to Limb NmF2.  Please refer to the Appendix (Section 3.1.2.1.3) for information about this value.

2.7.2.7  Endtc "2.7.2.7  End" \l 4
3.  Appendixtc "3.  Appendix" \l 1
3.1  Predetermined Datatc "3.1  Predetermined Data" \l 2
3.1.1  Constants and Coefficientstc "3.1.1  Constants and Coefficients" \l 3
3.1.1.1  JDO-Specifictc "3.1.1.1  JDO-Specific" \l 4
CDiskNmF2AEO
Predetermined Coefficients which compensate for Season and Solar Activity Level:
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[image: image501.wmf]CDiskNmF2AEO[SEASON=SOLSTICEdec, SAL=MINIMUM, m, n]
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CDiskNmF2AES
Predetermined Coefficients which compensate for Season and Solar Activity Level:
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[image: image504.wmf]CDiskNmF2AES[SEASON=SOLSTICEdec, SAL=MINIMUM, m, n]
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CLimbHmF2EESoffset
Predetermined Offset of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of SECTOR, SEASON, and SAL:
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CLimbHmF2EESslope
Predetermined Slope of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of SECTOR, SEASON, and SAL:
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CLimbNmF2EEO
Predetermined Coefficients which compensate for nighttime Sector, Season, and Solar Activity Level:
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[image: image510.wmf]CLimbNmF2EEO[n=3, SECTOR=EVENING, SEASON, SAL]
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CLimbNmF2EES
Predetermined Coefficients which compensate for nighttime Sector, Season, and Solar Activity Level:
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CNadirHmF2AEO
Predetermined Adjustment to the Offset-of-the-linear-function-of-HmF2:
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CNadirHmF2AES
Predetermined Adjustment to the Slope-of-the-linear-function-of-HmF2:
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CNadirHmF2EEOoffset
Predetermined Offset of the Offset-of-the-linear-function-of-HmF2:
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CNadirHmF2EEOslope
Predetermined Slope of the Offset-of-the-linear-function-of-HmF2:
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-7.08204E+00


CNadirHmF2EESoffset
Predetermined Offset of the Slope-of-the-linear-function-of-HmF2:
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CNadirHmF2EESslope
Predetermined Slope of the Slope-of-the-linear-function-of-HmF2:
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CNadirNmF2AEO
Predetermined Coefficients which compensate for Season, Solar Activity Level, and Region:



[image: image521.wmf]CNadirNmF2AEO[n=0, REGION=MIDLATITUDE, SEASON, SAL]
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[image: image522.wmf]CNadirNmF2AEO[n=1, REGION=MIDLATITUDE, SEASON, SAL]
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[image: image523.wmf]CNadirNmF2AEO[n=2, REGION=MIDLATITUDE, SEASON, SAL]
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[image: image524.wmf]CNadirNmF2AEO[n=3, REGION=MIDLATITUDE, SEASON, SAL]
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CNadirNmF2EEO
Predetermined Average Offset of the linear function of NmF2:
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CNadirNmF2EES
Predetermined Average Slope of the linear function of NmF2:
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3.1.1.2  OO-Specifictc "3.1.1.2  OO-Specific" \l 4
CDiskNmF2AEO
Predetermined Coefficients which compensate for Season and Solar Activity Level:



[image: image527.wmf]CDiskNmF2AEO[SEASON=EQUINOX, SAL=MINIMUM, m, n]
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[image: image528.wmf]CDiskNmF2AEO[SEASON=SOLSTICEjun, SAL=MINIMUM, m, n]
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[image: image529.wmf]CDiskNmF2AEO[SEASON=SOLSTICEdec, SAL=MINIMUM, m, n]
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CDiskNmF2AES
Predetermined Coefficients which compensate for Season and Solar Activity Level:



[image: image530.wmf]CDiskNmF2AES[SEASON=EQUINOX, SAL=MINIMUM, m, n]

n=0

n=1

n=2

n=3

m=0

0.0E+00

0.0E+00

0.0E+00

0.0E+00

m=1

-1.52359E+04

2.28795E+03

-1.10393E+02

1.70166E+00

m=2

6.35624E+02

-8.92494E+01

3.93548E+00

-5.65845E-02

CDiskNmF2AES[SEASON=EQUINOX, SAL=MODERATE, m, n]

n=0

n=1

n=2

n=3

m=0

0.0E+00

0.0E+00

0.0E+00

0.0E+00

m=1

1.90483E+04

-2.25114E+03

8.9069E+01

-1.1978E+00

m=2

-3.72525E+02

4.52017E+01

-1.93323E+00

2.69254E-02

CDiskNmF2AES[SEASON=EQUINOX, SAL=MAXIMUM, m, n]

n=0

n=1

n=2

n=3

m=0

0.0E+00

0.0E+00

0.0E+00

0.0E+00

m=1

3.3711E+04

-3.6498E+03

1.29194E+02

-1.50813E+00

m=2

3.80836E+02

-5.78536E+01

2.60371E+00

-3.75342E-02




[image: image531.wmf]CDiskNmF2AES[SEASON=SOLSTICEjun, SAL=MINIMUM, m, n]
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[image: image532.wmf]CDiskNmF2AES[SEASON=SOLSTICEdec, SAL=MINIMUM, m, n]
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CLimbHmF2EESoffset
Predetermined Offset of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of SECTOR, SEASON, and SAL:




[image: image533.wmf]CLimbHmF2EESoffset[SECTOR=EVENING, SEASON, SAL]
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CLimbHmF2EESslope
Predetermined Slope of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of SECTOR, SEASON, and SAL:
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CLimbNmF2EEO
Predetermined Coefficients which compensate for nighttime Sector, Season, and Solar Activity Level:




[image: image535.wmf]CLimbNmF2EEO[n=0, SECTOR=EVENING, SEASON, SAL]
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[image: image536.wmf]CLimbNmF2EEO[n=1, SECTOR=EVENING, SEASON, SAL]
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[image: image537.wmf]CLimbNmF2EEO[n=2, SECTOR=EVENING, SEASON, SAL]
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[image: image538.wmf]CLimbNmF2EEO[n=3, SECTOR=EVENING, SEASON, SAL]
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CLimbNmF2EES
Predetermined Coefficients which compensate for nighttime Sector, Season, and Solar Activity Level:



[image: image539.wmf]CLimbNmF2EES[n=0, SECTOR=EVENING, SEASON, SAL]
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[image: image540.wmf]CLimbNmF2EES[n=1, SECTOR=EVENING, SEASON, SAL]
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[image: image541.wmf]CLimbNmF2EES[n=2, SECTOR=EVENING, SEASON, SAL]
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[image: image542.wmf]CLimbNmF2EES[n=3, SECTOR=EVENING, SEASON, SAL]
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CNadirHmF2AEO
Predetermined Adjustment to the Offset-of-the-linear-function-of-HmF2:
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CNadirHmF2AES
Predetermined Adjustment to the Slope-of-the-linear-function-of-HmF2:
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CNadirHmF2EEOoffset
Predetermined Offset of the Offset-of-the-linear-function-of-HmF2:
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CNadirHmF2EEOslope
Predetermined Slope of the Offset-of-the-linear-function-of-HmF2:
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CNadirHmF2EESoffset
Predetermined Offset of the Slope-of-the-linear-function-of-HmF2:
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CNadirHmF2EESslope
Predetermined Slope of the Slope-of-the-linear-function-of-HmF2:
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CNadirNmF2AEO
Predetermined Coefficients which compensate for Season, Solar Activity Level, and Region:
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[image: image550.wmf]CNadirNmF2AEO[n=1, REGION=MIDLATITUDE, SEASON, SAL]
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[image: image551.wmf]CNadirNmF2AEO[n=2, REGION=MIDLATITUDE, SEASON, SAL]
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[image: image552.wmf]CNadirNmF2AEO[n=3, REGION=MIDLATITUDE, SEASON, SAL]
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CNadirNmF2EEO
Predetermined Average Offset of the linear function of NmF2:
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CNadirNmF2EES
Predetermined Average Slope of the linear function of NmF2:
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3.1.2  Variancestc "3.1.2  Variances" \l 3
VDiskNmF2AEONadirAngle
Predetermined Variance in the Disk NmF2 adjusted linear offset (AEO) due to the Nadir Angle, as a function of SEASON:






[image: image555.wmf]VDiskNmF2AEONadirAngle[SEASON]
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VDiskNmF2AEOSLT
Predetermined Variance in the Disk NmF2 adjusted linear offset (AEO) due to the Scaled Local Time (SLT), as a function of SEASON:
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VDiskNmF2AESNadirAngle
Predetermined Variance in the Disk NmF2 adjusted linear slope (AES) due to the Nadir Angle, as a function of SEASON:
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VDiskNmF2AESSLT
Predetermined Variance in the Disk NmF2 adjusted linear slope (AES) due to the Scaled Local Time (SLT), as a function of SEASON:
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VDiskNmF2EEO
Predetermined Variance associated with the Disk NmF2 linear offset (EEO):
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VDiskNmF2EES
Predetermined Variance associated with the Disk NmF2 linear slope (EES):
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VLimbHmF2EESLT
Predetermined Variance associated with the Slope of the Slope-of-the-linear-function-of-Limb-HmF2 versus Local Time, as a function of SEASON:
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VLimbHmF2EESslope
Predetermined Variance associated with the Slope of the Slope-of-the-linear-function-of-Limb-HmF2, as a function of SEASON:






[image: image562.wmf]VLimbHmF2EESslope[SEASON]
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VLimbNmF2EEO
Predetermined Variance associated with the Offset of the  linear function of NmF2:
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VLimbNmF2EEOLT
Predetermined Variance associated with the Offset of the linear function of NmF2, versus Local Time:
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VLimbNmF2EES
Predetermined Variance associated with the Slope of the linear function of NmF2:
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VLimbNmF2EESLT
Predetermined Variance associated with the Slope of the linear function of NmF2, versus Local Time:
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VNadirHmF2EEOoffset
Predetermined Variance associated with the Offset of the Offset-of-the-linear-function-of-HmF2:
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VNadirHmF2EEOslope
Predetermined Variance associated with the Slope of the Offset-of-the-linear-function-of-HmF2:
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VNadirHmF2EESoffset
Predetermined Variance associated with the Offset of the Slope-of-the-linear-function-of-HmF2:
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VNadirHmF2EESslope
Predetermined Variance associated with the Slope of the Slope-of-the-linear-function-of-HmF2:






[image: image570.wmf]VNadirHmF2EESslope[SEASON]

EQUINOX

8.0E+01

SOLSTICEjun

1.1E+02

SOLSTICEdec

9.5E+01


VNadirNmF2EES
Predetermined Variance associated with the Estimated Expected Slope:
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3.1.2.1  Nighttime F2-Region Reactions, Rates, and Variancestc "3.1.2.1  Nighttime F2-Region Reactions, Rates, and Variances" \l 4
3.1.2.1.1  Definitions of Reactionstc "3.1.2.1.1  Definitions of Reactions" \l 5
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3.1.2.1.2  Reaction-Rate Partialstc "3.1.2.1.2  Reaction-Rate Partials" \l 5
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3.1.2.1.3  Variances Due to the Reactionstc "3.1.2.1.3  Variances Due to the Reactions" \l 5
The following equations describe how the simple, singular constants in this section were calculated.  The equations build upon the tables provided in the previous two sections.  In particular, ScaleFactor[R] and Partials[R] can be found in the table of Reaction-Rate Partials.  The EstimatedUncertainty[R]  can be found in the two tables which define the Reactions; note that this is a percent uncertainty.
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The constants (variances) calculated from either Eq. 1 or Eq. 2 are now provided below:

VRatesNadirHmF2
Predetermined Variance derived from uncertainties in Reaction Rates at 1356 and 6300 Angstroms (using Equation 2, provided above): 
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VRatesNadirNmF2
Predetermined Variance derived from uncertainties in Reaction Rates at 1356 Angstroms (using Equation 1, provided above): 
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VRatesDiskNmF2
Predetermined Variance derived from uncertainties in Reaction Rates at 1356 Angstroms (using Equation 1, provided above): 
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VRatesLimbHmF2
Predetermined Variance derived from uncertainties in Reaction Rates at 1356 Angstroms (using Equation 1, provided above): 
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VRatesLimbNmF2
Predetermined Variance derived from uncertainties in Reaction Rates at 1356 Angstroms (using Equation 1, provided above): 
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3.2  Figurestc "3.2  Figures" \l 2
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Figure 1
Overview of the SSUSI Nighttime Non-Auroral F2-Region Algorithm.
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Figure 2
Examples of fits to Nadir HmF2 =[image: image583.wmf]A
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Figure 3
Sample plots showing how the coefficients (A, B) of the linear fits vary with Local Time, for several Seasons and Solar Activity Levels.
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Figure 4
Plot of Nadir NmF2 Variance in A (obtained from Single-Value-Decomposition of [image: image587.wmf]NmF
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) versus Local Time over 3 Seasons.  The 3 lines of each Season correspond to 3 Solar Activity Levels.  There was no systematic Seasonal/Solar Activity Level trend visible.  The relation [image: image588.wmf]Var
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 worked well here.  The [image: image589.wmf]10
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 term in Var(A) in the code stems from the Local Time fitting in A.  A flat [image: image590.wmf]10
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 was a good summary of that variance.
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Figure 5
Examples of why the division into Equatorial and Non-Equatorial is helpful in improving the accuracy of Nadir NmF2 vs [image: image592.wmf]I

1356

.  The plot is for Equinox, Solar Maximum, and 4 Local Times.  The points cover 4 different drift patterns and all latitudes.  Points falling in between the Northern and Southern 1356A Crests are denoted by '+'; points outside the crests are denoted by '*'.  In between the crests, upward vertical drifts make the profiles broader, and hence I1356 is higher for the same NmF2.
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Figure 6a
Plot of Nadir NmF2 vs [image: image594.wmf]I

1356

 for Equinox and Solar Moderate conditions.  Of note is how one slope covers all situations.  See also plots 6b and 6c.
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Figure 6b
Plot of Nadir NmF2 vs [image: image596.wmf]I

1356

 for all conditions.  One slope for all situations, with offsets varied to reduce residuals.  See also plots 6a and 6c.
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Figure 6c
Plot of Nadir NmF2 vs [image: image598.wmf]I

1356

, on a log-log scale, for all conditions.  One slope for all situations, with offsets varied to reduce residuals.  Scatter at the high end is reduced by Equatorial terms.  Scatter at the low end is reduced by Solar Activity Level terms.  See also plots 6a and 6b.
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Figure 7
A contrast of Nadir NmF2 vs [image: image600.wmf]I

1356

Nadir

 (see '*' and the dashed line) and Disk NmF2 vs [image: image601.wmf]I

1356

Slant

 (see '+' and the dotted line) for 4 Local Times, Equinox, Moderate Solar Activity, and Theta = 40 degrees.  Note that the slope changes on the Disk.
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Figure 8
Examples of how the best-fit A or B (B here) values vary with Nadir Angle.  Plots are B vs Theta for 2000 Local Time and the full grid of Season and Solar Activity Level.  Note that all fits pass very close to the origin (0,0), but the coefficients are guaranteed to pass through (0,0).
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Figure 9
Examples of fits to Limb HmF2 based on THM, the Tangent Height of the Maximum I1356 on the limb profile.  Conditions covered are:  4 Local Times, Equinox, and Moderate Solar Activity.  Dotted lines are the best unrestricted least-squares fits.  The fits work well, but of note is how the derived offset and slope values do not vary smoothly with Local Time.  Solid Lines are best-fits with offset = 0.0 (hardwired).  Note that with the offset hardwired, there was no loss in the fit, and that smoother Local Time variations result.  Note also that the slope does vary with Local Time.
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Figure 10
Examples of fits to Limb NmF2 based on [image: image605.wmf]I

1356

max

, where [image: image606.wmf]I

1356

max

 is the maximum measured I1356 on the limb profile.  Conditions provided are:  4 Local Times, Equinox, and Moderate Solar Activity.  Note that unlike the examples at Nadir, the slope of these fits do vary, in addition to the offset.
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Figure 11
More Coefficient vs Local Time plots.  This set is for Limb NmF2 under the following conditions:  Evening Sector (note the Local Time range), Equinox, and Maximum Solar Activity.  The top plot is for A vs Local Time, and the bottom plot is for B vs Local Time.  Diamonds represent the hourly values and the dotted lines are polynomial fits.

4.  Document Modification Historytc "4.  Document Modification History" \l 1
This section describes all modifications made to the SSUSI Nighttime Non-Auroral F-Region Algorithm since the Version 1.0 release dated 26-Oct-1994.

	Author (Name, Org, Date)
	Modification

	
	

	R. Weed, JHU-APL, 28Nov1994
	Added Section 4. (Document Modification History).



	R. Weed, JHU-APL, 28Nov1994
	Changed array notation from () to [].

Added Indices to all array objects.



	R. Weed, JHU-APL, 28Nov1994
	In the calculation of NadirHmF2-VMIR,  changed Log10 to Loge.



	R. Weed, JHU-APL, 30Nov1994
	Added step 2.6.2.2 Calculate the Maximum Measured Intensity (MMI) to the derivation of LimbNmF2.  Changed the required input parameters from MMI-VMMI to I1356max-VI1356max with appropriate units.



	R. Weed, JHU-APL, 30Nov1994
	In the calculation of NadirHmF2-VMIR, NadirNmF2-VMI, and DiskNmF2-VMI, 

changed to use new variance formulas (provided by M. Fox).



	R. Weed, JHU-APL, 30Nov1994
	In the calculation of VNadirHmF2, VNadirNmF2, VDiskNmF2, VLimbHmF2, and VLimbNmF2, changed to use new variance formulas (provided by M. Fox).



	R. Weed, JHU-APL, 01Dec1994
	Completely reworked Appendix section 3.3 based upon a new set of variances, rates,  reactions, and equations for formulating the variances (provided by M. Fox).  Also changed the ways in which VNadirHmF2, VNadirNmF2, VDiskNmF2, VLimbHmF2, and VLimbNmF2 were calculated (provided by M. Fox).



	R. Weed, JHU-APL, 05Dec1994
	Changed CDiskNmF2AEO and CDiskNmF2AES (see Appendix section 3.2) to use the new coefficients (provided by M. Fox).



	Author (Name, Org, Date)
	Modification

	R. Weed, JHU-APL, 05Dec1994
	Calculated values for VRatesNadirHmF2,

VRatesNadirNmF2, VRatesDiskNmF2, VRatesLimbHmF2, and VRatesLimbNmF2.  Values came from Appendix sections 3.3.1-3.3.2 and results were placed in Appendix section 3.3.3.



	R. Weed, JHU-APL, 09Dec1994
	Restructured the entire Appendix.  This was necessary in order to accomodate a complete set of Constants and Coefficients that are based upon a higher OO-Recombination rate.  Moved the Document Modification History (formerly section 4) into the Appendix (section 3.2).



	R. Weed, JHU-APL, 09Dec1994
	Added Critical Frequency (Plasma Frequency) derivations for Nadir, Disk, and Limb.  The derivations are named NadirFoF2, DiskFoF2, and LimbFoF2.  This caused a renumbering of data-product derivations in the LID.



	R. Weed, JHU-APL, 09Dec1994
	Incremented the Document Version Number from 1.0 to 1.1.



	R. Weed, JHU-APL, 22Dec1994
	Changed Appendix formats of JDO-Specific

and Variance values to be in MS-Excel spreadsheet form instead of MS-Equation Editor form.  Equation Editor does not support cut-and-paste of Text.



	R. Weed, JHU-APL, 11Jan1995
	Corrected Variance equation for VMIR in section 2.2.2.2, "Calculate the Measured Intensity Ratio (MIR)".



	R. Weed, JHU-APL, 11Jan1995
	Moved the Document Modification History (formerly section 3.2) back into section 4.  Maintains consistency with the Aurora LID.



	R. Weed, JHU-APL, 11Jan1995
	Removed the "brief" description of the SSUSI instrument from section 1.1.



	R. Weed, JHU-APL, 11Jan1995
	Enclosed in () every data item that is raised to a power.



	R. Weed, JHU-APL, 11Jan1995
	Changed the possible values for the REGION, section 2.3.2.4 "Calculate the Region (REGION)" from:

     NORTHERNnac,

     EQUATORIAL,

     SOUTHERNsac

to:

     EQUATORIAL

     MIDLATITUDE



	R. Weed, JHU-APL, 11Jan1995
	Added Text throughout the document (provided by M. Fox).



	Author (Name, Org, Date)
	Modification

	R. Weed, JHU-APL, 12Jan1995
	Added more Text to document.  Changed the value of the Reaction Rate Partial for DiskNmF2[Alpha1356] from 0.0E+00 to 3.0E+03.  Changed the value of the Reaction Rate Partial for LimbNmF2[Beta1356] from 0.0E+00 to 3.0E+04  (see section 3.1.2.1.2, "Reaction-Rate Partials").  Updated the values of VRatesDiskNmF2 and VRatesLimbNmF2 in section 3.1.2.1.3 "Variances due to the Reactions", to reflect the Reaction Rate Partial changes.



	R. Weed, JHU-APL, 13Jan1995
	Added Figures and Text to new section of Appendix (section 3.2).  Figures provided by M. Fox.



	R. Weed, JHU-APL, 16Jan1995
	Changed Appendix formats of OO-Specific 

values to be in MS-Excel spreadsheet form instead of MS-Equation Editor form.  Equation Editor does not support cut-and-paste of Text.



	R. Weed, JHU-APL, 17Jan1995
	Incremented the Document Version Number from 1.1 to 2.0.



	R. Weed, JHU-APL, 22Jan1995
	Performed minor text corrections, and changed the calculation of the Nighttime Sector (SECTOR) in 2.6.2.2 and 2.7.2.3.  Corrections provided by M. Fox.



	R. Weed, JHU-APL, 22Jan1995
	Incremented the Document Version Number from 2.0 to 2.1.  Removed the "DRAFT" indicator on the Title Page.



	G. Crowley, JHU-APL, 22May1996
	Incremented the Document Version Number from 2.1to 2.2. Updated algorithm due to changes in code from test. Updated for Paul Straus’ comments.



	R. Gary, JHU-APL, 24May1996
	Incremented the Document Version Number from 2.3 to 2.4. Updated for Paul Straus’ comments.





